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Abstract—Every year, the Faculty of Engineering at Nurul Jadid University forms a committee to manage the process of students' final projects from the title selection stage to the final examination process until graduation. The process of selecting the final project title is still done manually, namely by checking the titles one by one, which takes a long time and allows errors because there is a lot of data to check, so human errors can also occur. Therefore, this research proposes to use the Bidirectional Long Short Term Memory (BiLSTM) method to classify the final project title based on its grade category. Several experiments were conducted to generate the most appropriate labels. The first experiment produced 4 labels and the second experiment produced 2 labels. From the results of several experiments, it was concluded that the second experiment had the best accuracy results with the 'good enough' and 'good' classes. The oversampling technique was then applied to overcome overlapping data, and the turning process was then performed on several parameters that could re-optimize the previous accuracy result of 75.24% to 91.15%. With a configuration of 10 random state parameters, using 64 batch sizes and 50 epochs. In addition, model adjustments were made to the hidden layer by adding a dropout layer and relu activation.
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I. INTRODUCTION

As a requirement for graduation at a college or university, students must complete a final project[1] therefore have an impact on future academic endeavours or jobs that require a higher level of knowledge[2]. Therefore, dissertations are often created to assess a student's ability to apply their knowledge and skills. The final project involves research on a problem within a specific research topic, guided by a supervisor, and by following some related guidelines. The final project involves researching a problem on a specific topic with the guidance of a supervisor and following some related guidelines[3].

The process of completing the final project is not an easy process and requires full commitment in going through several stages, such as submitting the final project title, proposal seminar, preparing the final project report, and final project trial[4]. Therefore, every stage in completing the final project must be undertaken wholeheartedly and with high commitment.

Submitting the final project title is the first step in completing the final project. Determining the right title is very important because the title must meet the standards set, such as the product produced, the theory used, novelty, and a clear object. A title that does not meet the standards can hinder the next process in completing the final project.

To select the final project title and some interests for the final project, the Faculty of Engineering of Nurul Jadid University formed a selection team committee that is responsible for selecting the final project title. However, the selection process for the final project title is currently still done manually by the selection team. This takes a long time in the selection process and risks producing human error. Human error can be caused by a lack of seriousness, physical problems or mental fatigue in completing work, or even rushing to complete work[5].

Therefore, a manual approach to text categorisation is impractical due to high workload and low efficiency[6]. A new innovation is needed to assist the selection team in selecting final project titles efficiently. One technique that can help the selection team in selecting final project titles efficiently is to create a model for text classification. As explained in[7], the application of text classification allows almost anything to be organized, arranged, and categorized based on its class. Text classification, which typically involves assigning labels to documents based on their content, is a challenge in text mining. This can involve single label problems (one text to one label) or multiple label problems (one text to many labels)[8].

The current research proposes a text classification method using machine learning natural language processing (NLP) to address these issues. Because it allows the system to operate more freely, the use of categorisation using Natural Language Processing (NLP) is increasingly being developed. As can be seen above, the use of NLP is considered to be more efficient than the use of conventional techniques. There are various approaches to Natural Language Processing (NLP), including [9]that using the LSTM method to classify the sentiment of online coronavirus discussion topics, Classification of COVID-19 related tweets in Nepal using a set of CNN's[10].
This research will use the latest development algorithm of neural networks, namely Bidirectional Long Short-Term Memory (BiLSTM) in making the final project title classification model because from research [11] has shown that the Bi-LSTM method is one of the most successful methods in the context of text classification by comparing the use of Bi-LSTM in sentiment analysis with neural network (RNN), convolutional neural network (CNN), traditional LSTM, and Naive Bayes (NB) methods. The results show that Bi-LSTM outperforms the other methods, producing better contextual information and higher precision, recall and F1 than other methods. To achieve this goal [12] In this research, data processing will be carried out from before and after so that it can obtain more accurate data. This is done in order to understand the context of the data better and ensure the classification of the final project title based on the class is more precise[13].

There have been many previous studies on the use of text classification especially in classifying final project titles[14][15][16]. Although there have been many previous studies conducted related to classifying final project titles, these studies only classify based on the research topic and have not used the latest algorithms. This time, the researcher attempted different research by classifying the final project title based on its score using the latest method of neural networks by using several experiments in labeling.

In addition, many melting experiments were run on the data to determine which melting was best for this investigation. In the future, it is hoped that this will speed up the process of selecting project titles. The final value recorded as a reference for the grouping of final project title.

The purpose of this research is to create an efficient final project title classification model by developing the Bidirectional Long Short-Term Memory (Bi-LSTM) method with the hope of helping the selection team to classify final project titles more efficiently at the Faculty of Engineering, Nurul Jadid University.

II. METHODOLOGY

In this study, as like Fig. 1 after identifying the problem, namely in the process of selecting the final project title which is still done manually, the next step is for researchers to conduct a literature study of several scientific publications on text classification, deep learning, NLP, BiLSTM, and python.

Only then can an action be taken to achieve the goal of this research, namely to classify the final project title based on the value listed in the dataset into a "grade" label using Bidirectional LSTM. First collect the dataset of the recapitulation of the final project title grades of the previous few years through the SIAMTEK account owned by the lecturer, then dilute the data by doing several experiments.

Several labelling trials were performed on the data, the first of which was to round the values first and then label based on the rounding results. The second trial is to label based on a predefined range of values.

Furthermore, pre-processing the data by lowercasing, removing spaces, removing single characters, and removing irrelevant letters, and performing text tokenization and creating sequence data. Next, divide the pre-processed data into 80% training data and 20% testing data. We train the Bidirectional LSTM model on the training data and evaluate its performance on the testing data.
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range 80-95 being in the 'Good' category, and to delete data that are very far from the other classes, namely the value range '50-64', so that the total data used is 1143 data with details as shown in Fig. 3.

![Fig. 3 Details of Value in Other Experiments](image)

In the initial process of selecting which data to use, in Fig. 4 is the initial data and the results of the data selection process in this study only 'title' and 'value' as shown in Fig. 5 are used as labels.

![Fig. 4 Data before the selection process](image)

![Fig. 5 Data after the selection process](image)

The next step is to select the data to be used in the next process and convert the target variable to a numeric as in Fig. 6 value so that the system can process it.

![Fig. 6 Result of convert target data](image)

### B. Preprocesing Data

Text processing is used to transform the unstructured input into more structured data that can be examined with high accuracy by the model. The text processing techniques performed sequentially include data cleaning and tokenization.

During the data cleaning process, the data in the "title" column will be converted to lowercase, spaces will be removed, single characters will be removed, and unimportant letters will be removed which shown in the Fig. 7.

![Fig. 7 Sample data after preprocessing](image)

The next stage is tokenization, which is the technique of splitting up words in a sentence with the aim of making the words form an array to facilitate analysis[17]. Than step includes padding, which is used to balance the length of each sequence.

### C. Bidirectional Long Short Term Memory

Then the data is divided 80:20 into training and testing data. While training data is used to build the model, testing data is used to evaluate the prediction accuracy of the model. The BiLSTM model, which belongs to the Deep Learning model, is used in the modeling stage. Deep Learning can be used to classify text and image data. To disable inactive perceptrons and prevent overfitting[18] a dropout layer is also used.

In this stage, the architecture design of the latest development model of the neural network is carried out, which has the best chance of accuracy[19]. BiLSTM can be considered as a neural network with a programmable design, so that its shape can be adjusted to the application[20]. In addition, research[21]discusses the advantages of BiLSTM itself which is able to improve RNN which only has short-term memory and is unable to process long sequential data BiLSTM itself is a variation of the LSTM model that has two layers whose directions are opposite to each other. Fig. 8 illustrates how two LSTM, one moving forward and one moving backward, form a bidirectional long short-term memory (BiLSTM). Data can be stored in both forward and backward directions in this network[22].

![Fig. 8 The BiLSTM Structure](image)

As shown in Fig. 9, L and L' in Fig. 8 are the cell architecture...
of the LSTM. The LSTM consists of a number of unit cells, each of which has an input gate ($i_t$), an output gate ($o_t$) and a forgetting gate ($f_t$).

Foot chooses whatever facts from the past to throw away. It determines which data is fed into the network and the output value is between $0-1$, as shown in formula (1); it also determines which layer is used for the output, as illustrated in the formula (2); it also determines which structure is used for the output and the output value is within $0-1$, as presented in formula (3); it also determines which of the current units is output to the hidden layer (ht), as shown in formula (4); and it also determines the predicted final output ($\hat{y}_t$) as appears in formula (5).

\[
f_t = \sigma(w_{fx} \cdot \chi_t + w_{fh} \cdot h_{t-1} + b_f) \tag{1}
\]

\[
i_t = \sigma(w_{ix} \cdot \chi_t + w_{ih} \cdot h_{t-1} + b_i) \tag{2}
\]

\[
o_t = \sigma(w_{ox} \cdot \chi_t + w_{oh} \cdot h_{t-1} + b_o) \tag{3}
\]

\[
h_t = o_t \cdot \tanh(c_t) \tag{4}
\]

\[
\hat{y}_t = f(w_{yh} \cdot h_t + b_y) \tag{5}
\]

D. Hyper Parameter Turning

The fast-developing subset of machine learning known as deep learning has proven to be just that. By mimicking the workings of the human brain, it seeks to identify patterns and predict outcomes in the real world. There are applications for models based on this type of neural network topology in almost every sector of the economy. Training such a model to make reliable predictions on any new test data is perhaps the most crucial stage of all the (integral) processes. To ensure that training is efficient in terms of time and fit (whether the model “knows” the training data too well or too poorly; to limit any form of overfitting or underfitting), it is important to choose a model’s hyperparameters carefully[23].

The researchers will test a number of variables to see which will improve the accuracy of the model used, having identified which melting tests produced the most accurate results. In most cases, hyperparameters are static (they don’t change during training) model variables that are provided by the user prior to training and that control the behaviour of the model and the overall architecture of the ANN[24].

In this study, the Bidirectional Long Short-Term Memory method is tested in classifying the final project title based on its grade. The test data consists of 266 data. In order to determine the degree of success in classifying the final project title, calculations are made [25] using a formula such as Equation (6).

\[
\text{Accuracy} = \frac{\text{Number of data detected}}{\text{Number of undetected data}} \tag{6}
\]

III. RESULT AND ANALYSIS

In order to assist the selection committee in classifying dissertation titles according to their grade, several experiments were conducted in this study to develop a classification model for dissertation titles. Specifically, two studies with different data labels were considered. In two different tests, the researcher compared the performance of the proposed model. For each of these cases, the experimental results are discussed below. Our technique was implemented in all experiments using the Python programming language and Google Colab.

A. First Experiment

First experiment related to different types of labels used by using the same number of attributes or variables in the model building process, the first type of label uses four (4) labels including; poor, fair, good and very good, resulting in an accuracy value of 56.46% and a loss of 88.21% for training data and for testing data resulted in an accuracy of 63.59% and a loss of 87.29 as in Fig.10.

B. Second Experiment

Whereas in the results of the second experiment by deleting data whose number of values is very far from other values and producing a dilation with the provisions that values from 67-79 belong to the "good enough" category and values from 80 to 95

<table>
<thead>
<tr>
<th>Epoch</th>
<th>10-100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bathc size</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>256</td>
</tr>
</tbody>
</table>

Fig. 10. Accuracy and loss results from the first trial

TABLE I. MODEL TURNING EXPERIMENT DETAILS

<table>
<thead>
<tr>
<th>Variables</th>
<th>Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random state</td>
<td>0-100</td>
</tr>
</tbody>
</table>
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are in the "good" category. In Fig. 11 conclude this experiment, in an accuracy value of 75.24% and a loss of 51.77% for training data and for testing data resulted in an accuracy of 68.85% and a loss of 60.18.

![Fig. 11 Accuracy and loss results from the second trial](image)

From the results of these experiments we can conclude that the second experiment has better accuracy results by using two labels, namely 'good enough' and 'good', because in the first experiment 'bad value' has a value that is very far from other data, so it can be one of the causes. But in this second experiment it still needs to be optimised again because the accuracy created is still not good enough to be used as a model. The method used in this research is to balance the data and rotate several parameters in the modelling to further optimise the accuracy.

### C. Oversampling Dataset

It can be seen in Fig. 12 that the class grouping is not balanced, namely 804 data in the "good enough" class and 339 data in the "good" class, so it is necessary to balance the data. In this case, the researcher took the initiative to perform oversampling techniques on the data, also considering the limitations of this research, because deep learning requires a lot of data for the training process [26].

To solve the problem of classification on unbalanced data sets, this research has claimed [27] that oversampling is a method that is arguably superior to other methods because it can restore data balance while maintaining the characteristics of the original data. It does this by balancing data classes that have less data (minority) with data classes that have more data (majority). So, because the minority data is in the "good" class, the amount of data is balanced to the "good enough" class, which is 804 data as in fig. 13.

![Fig. 13 Data after oversampling process](image)

### D. Turning Parameter

The next step is for the researchers to do further data processing to re-optimize the best temporary accuracy results by turning on several predetermined parameters, and the following are the best parameter results from several experiments.

The best result from several trials of Hyperparameter Turning on BiLSTM model building is by running trials with random state 10, Bathc size 64 and use 100 epoch as shown Table II. After all models have been built, the model is first configured using "Adam" optimisation and binary crossentropy optimisation to determine the loss value of the developed model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Best Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epoch</td>
<td>50</td>
</tr>
<tr>
<td>Random state</td>
<td>10</td>
</tr>
<tr>
<td>Bathc size</td>
<td>64</td>
</tr>
</tbody>
</table>

Adjustments were also made to the construction of the Bidirectional Long-Term Memory model by adding a dropout layer in front of the hidden layer and giving the hidden layer relu activation. The details of the model building architecture are shown in Fig. 14 below.

![Fig. 14 Model Architecture Details](image)
Based on these conclusions, the researchers used the best results from the rotation process of several parameters mentioned above in the final project title classification model using the Bidirectional Long Short-Term Memory method, which resulted in an accuracy value of 90.18% and a loss of 24.72% for training data and for testing data resulted in an accuracy of 83.33% and a loss of 46.72% as in Fig. 15. And the graph of each epoch is as in Fig. 16, where in the graph image the loss model is stable between the loss of the training data and the test data. This shows that the model with the following parameters is a good model.

Fig. 14 Results of accuracy and loss values

![Graph of best turning performance](image)

Fig. 15 Graph of best turning performance

And in Fig. 16, where the graph shows that the loss model starts to stabilise between the loss of train data and the test data. This shows that the model with the following parameters is a good model (no overfitting).

Fig. 16 Graph of loss model

### IV. Conclusion

This paper presents an improved NLP model for the classification of final project titles based on their grade. The proposed model is based on the Bi-LSTM system, which is tested using two different labelling experiments performed on its dataset obtained from the lecturer’s SIAMTEK account. The experimental results show that the two-category labelling has better accuracy and also the turning of some parameters in the model building. The proposed model can be used by the selection committee of Faculty of Engineering, Nurul Jadid University to help them to classify the final project title faster, thus facilitating them in the selection process.

In this study, the researcher performs an oversampling technique to balance the overlapping data and rotated several parameters in the model building, including random state variables, batch size, and number of epoch to improve the accuracy results. Until the best results were obtained by rotating several parameters, namely random state 10 times batch size of 64, and 50 epoch. This resulted can increase the accuracy.

In addition, in this study, we only used the values listed in the dataset in the process of determining the labels. However, this research has its own advantages and differences from previous research, namely in terms of the target classifier.
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