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Abstract— The transition of learning models from face-to-face 

to online learning has had several impacts on student learning, 

reflected in their academic achievements. This study aims to 

determine the performance of the algorithm model using data 

mining classification techniques in predicting the Semester Grade 

Point Average (GPA) of Informatics and Computer Engineering 

Education students, at Universitas Negeri Jakarta during online 

learning. The prediction employed the Naive Bayes algorithm and 

the dataset obtained by collecting questionnaires from 2020 and 

2021 batches. The total data obtained is 155 records with 13 

(thirteen) attributes in the form of 1 (one) ID attribute including 

NIM, 11 (eleven) regular attributes including gender, college 

entrance, smartphone facilities, network conditions, preferred 

online applications, interest in learning, learning attitudes, 

learning creativity, parental support, study groups, and other 

activities outside of lectures during online learning, and 1 (one) the 

label attribute namely the Semester Grade Point Average for 

students in 3rd and 5th semester. The evaluation of this research 

involved the confusion matrix and the ROC (Receiver Operating 

Characteristic) curve. Confusion matrix resulted in an accuracy of 

75%, precision of 28.33%, and recall of 26.43%. The ROC curve 

resulted in an AUC value of 0.679, indicating the category of poor 

classification. This study also applied the SMOTE data balancing 

technique, leading to a confusion matrix evaluation with 88.46% 

accuracy, 57.43% precision, and 52.14% recall. Furthermore, the 

ROC curve resulted in an AUC value of 0.809 which is categorized 

as a Good classification. 

Keywords— Prediction, Data Mining, Naive Bayes, Online 

Learning, Grade Point Average 

I.  INTRODUCTION 

The COVID-19 pandemic that has affected Indonesia since 
early 2020 has impacted several sectors of community life, 
including education. The transition from face-to-face to online 
learning has had several effects on its implementation. Several 
studies have found that online learning has a positive impact on 
the improvement of students' academic achievements. These 
studies explain that students' academic performance during 
online learning tends to be higher than before the 
implementation of online learning [1]. Therefore, online 

learning can be a promising instructional model to enhance 
academic performance [2].  The academic achievement of 
students during online learning is reflected by their Grade Point 
Average (GPA). Academic performance in this research is 
assessed based on the Semester Grade Point Average (GPA). 

The Semester Grade Point Average (GPA) provides an 
evaluation of students’ learning outcomes for a specific 
semester, and it is accessible at the end of that semester. The 
GPA serves as a reference in calculating the achievement of 
students' learning outcomes at the end of their studies, 
expressed in the Cumulative Grade Point Average (CGPA). The 
students' CGPA is a crucial indicator used to determine 
graduation and serves as a measure of the quality of an 
educational institution [3]. The importance of the CGPA 
encourages students to obtain the best possible GPA. Many 
factors can influence the acquisition of students' GPAs, 
including factors originating from the students' internal aspects, 
such as physiological and psychological factors [4]. The shift in 
the learning paradigm from face-to-face to online has affected 
students' ability to adapt physically, psychologically, and 
socially. Physical, psychological, and social factors influence 
students' ability to adapt during online learning [5]. These three 
factors are significant components that influence student 
learning outcomes in their final evaluation in the form of GPA. 
However, this research only focuses on examining the 
psychological influence. Investigating the psychological 
aspects of predicting social studies is beneficial for students in 
determining their future graduation and valuable for supervisors 
in providing assistance and planning their studies [6]. 

Psychological factors can be a reference for predicting 
students' GPA during online learning because they influence 
student's academic performance, as reflected in the Semester 
Grade Point Average (GPA). Academic achievements can be 
impacted by interest, motivation, time management skills, 
family relationships, living conditions, social conditions, 
students' ability to adapt to the learning environment, and the 
teaching methods of instructors [5].  

Classification is widely used in making predictions. One 
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frequently employed algorithm for classification is the Naive 
Bayes algorithm. The Naive Bayes algorithm is a simple 
classification algorithm that has the advantage of handling data 
with irrelevant attributes and producing high accuracy [7]. 

Based on the background, this research applied prediction 
using the classification data mining technique with the Naive 
Bayes algorithm to predict the Grade Point Average (GPA) of 
students during online learning. This study predicted the 
semester Grade Point Average using psychological factors that 
impact students' learning outcomes during online learning. The 
prediction utilizes data from students of Universitas Negeri 
Jakarta, majoring in Informatics and Computer Engineering 
Education, from the 2020 cohort who attended online lectures 
in the 5th semester and the 2021 cohort who attended online 
lectures in the 3rd semester. The data collected includes 13 
attributes, consisting of 1 (one) ID attribute, namely the student 
ID (NIM), 11 (eleven) regular attributes, namely gender, 
admission pathway, smartphone facilities, network conditions 
in their region, preferred online learning applications, interest 
in learning during online learning, learning attitude, learning 
creativity, parental support, study groups (online discussions), 
and other activities outside of lectures during online learning. 
Additionally, there is 1 (one) class label attribute, which is the 
Grade Point Average (GPA) of the students in the 3rd and 5th 
semesters [5]. The results of this research are expected to 
accurately predict the Grade Point Average (GPA) of students 
during online learning, which can contribute to assisting 
students, mentors, universities, and decision-makers in making 
better policies for future online learning. 

II. LITERATURE REVIEW 

A. Naive Bayes 

The Naive Bayes Classifier algorithm, commonly known as 

Naive Bayes, is one of the classification algorithms in data 

mining. Naive Bayes utilizes statistical principles in making 

predictions through simple probabilistic theory with the 

assumption of strong attribute independence (naive). 

Implication of the presence or absence of other features in the 

data is not correlated with that feature [8].  The classification 

process with the Naive Bayes algorithm begins by training the 

dataset and testing it against the dataset to be examined. The 

advantages of the Naive Bayes algorithm are that it can use little 

training data to estimate the parameters needed for 

classification, is fast and space efficient, and is tough against 

irrelevant attributes [9]. 

B. Information Gain 

Information gain is a measure of how effective an attribute 

is in classification. Information gain is a method for attribute 

selection in the classification process by assigning weight 

values to each attribute. Information gain is based on the 

concept of entropy to identify the best attribute. Entropy 

measures uncertainty, meaning that the higher the entropy, the 

higher the uncertainty [10]. Information gain is widely used in 

feature selection due to its fast nature [11]. Feature selection is 

performed to optimize classification performance by removing 

attributes that are not relevant to the classification results, 

thereby improving classification performance and increasing 

model accuracy. 

C. Confusion Matrix 

The Confusion Matrix is an evaluation method commonly 

used to calculate the accuracy of data mining models [12]. The 

Confusion Matrix evaluates the classification model by 

categorizing data into true or false. A matrix of prediction 

results compared with the actual class, which is the input of the 

actual values [13]. The Confusion Matrix performs calculations 

with 4 (four) outputs, including accuracy, precision, and recall. 

Accuracy is the ratio of correctly identified cases to the total 

number of cases. Precision is the ratio of true positive cases, and 

recall is the ratio of true positive cases [12]. 

D. ROC Curve 

The ROC curve is one type of performance metric for 

classification techniques. The ROC curve can be used to 

measure the accuracy of a diagnostic system or the predictive 

performance of a model [14]. 

The calculation method for the area under the ROC curve 

is referred to as the Area Under the Curve (AUC). AUC is the 

area under the ROC curve and serves as a measure of diagnostic 

test accuracy and model prediction performance [14]. AUC 

values always range between 0.0 and 1.0. If the resulting AUC 

is <0.5, then the evaluated classification model has low 

accuracy and is identified as a very poor model. The larger the 

area, the better the classification value [15]. 

 

For data mining classification, AUC values are divided as 

follows:  

a. 0.90 – 1.00 = Very good classification 

b. 0.80 – 0.90 = Good classification 

c. 0.70 – 0.80 = Adequate classification 

d. 0.60 – 0.70 = Poor classification 

e. 0.50 – 0.60 = Incorrect classification 

E. SMOTE (Synthetic Minority Oversampling Technique) 

SMOTE is one of the widely used oversampling methods to 

address imbalanced data in data mining. SMOTE works by 

adding synthetic data to the minority class and balancing it with 

the majority class. The advantage of using SMOTE is that it 

does not cause information loss and can improve the prediction 

accuracy of the minority class. However, the disadvantage of 

SMOTE is the occurrence of excessive generation 

(overgeneralization), which may lead to synthetic data from 

SMOTE spreading into both majority and minority-class 

regions. Result in a decrease in classifier performance, leading 

to low prediction accuracy [16]. 

 

This research is based on relevant studies that predict the 

Cumulative Grade Point Average (CGPA) using the Naive 

Bayes algorithm in its modeling. The difference lies in the 

attributes used in the relevant study, which are the demographic 

factors of students. The study concluded that the prediction 

model accuracy with the Naive Bayes algorithm was 74.47%  

[17].  
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III. METHODOLOGY 

This research goes through several stages starting from data 
collection, data preprocessing, attribute selection, data 
cleaning, data balancing, modeling using the Naive Bayes 
algorithm, and evaluation. 

 

Fig. 1 Research Structure 

A. Data Collection 

The data used in this research are the results of data 

collection using a questionnaire. The questionnaire was 

distributed to relevant parties in the study, namely students of 

Informatics and Computer Engineering Education at 

Universitas Negeri Jakarta from the 2020 and 2021 cohorts. The 

questionnaire ditribution was conducted online using the 

Google Form platform. This research also collects data by 

searching, analyzing, and extracting information from relevant 

research as needed. Literature sources for this research include 

reference books and relevant scientific journals. 

B. Data Preprocessing 

The research begins with organizing the student data 

obtained to ensure it aligns with the required format. The 

questionnaire data was collected through Google Forms 

organized using Microsoft Excel. Save the file in the .xlsx 

format. Additionally, data type declarations and roles are define 

in the RapidMiner application to process the data for generating 

predictions and algorithm accuracy results. 

C. Attribute Selection 

This stage involves the selection of attributes to be used in 
predictive modeling. Attribute selection aimed to obtain 
relevant attributes. In this study, the attributes to be used are 13 
attributes, including 1 (one) ID attribute, namely the student ID 
(NIM), and 11 (eleven) regular attributes, namely gender, 
admission pathway, smartphone facilities, network conditions 
in their area, preferred online learning applications, interest in 
learning during online learning, learning attitude, learning 
creativity, parental support, study groups (online discussions), 
and other activities outside of lectures during online learning. 
Additionally, there is 1 (one) class label attribute, which is the 
Grade Point Average (GPA) of students in the 3rd and 5th  
semester. 

Attribute selection is carried out for 10 regular attributes by 
calculating the weight or influence of each attribute using the 
Information Gain operator in RapidMiner to determine the 
relevant attributes. The relevant attributes are then used in the 

subsequent stages of the research. 

D. Data Cleaning 

The next stage is data cleaning. Unclean data refers to data 

containing impurities in the form of missing values [18]. 

Applying data mining to dirty data can yield less accurate 

results in the analysis process. Data cleaning is carried out to 

ensure that the prediction process produces better accuracy and 

prevents errors. Data cleaning is done by filling in or removing 

missing values [10]. 

E. Data Balancing 

Data balancing is a stage of balancing data when each class 

is indicated to be imbalanced. The data balancing process 

involves using one of the data balancing techniques, namely 

SMOTE. In the RapidMiner application, you can use an 

operator called SMOTE Upsampling. SMOTE Upsampling 

increases the size of the minority class to be equivalent to the 

majority class by generating new data in the form of synthetic 

data. 

F. Modeling 

In this stage, predictive modeling is carried out using the 

Naive Bayes algorithm in RapidMiner. In this study, the data is 

divided into 2 parts, with 70% as training data and 30% as 

testing data. The data division was performed using the Split 

Data operator in RapidMiner. 

G. Evaluation and Validation 

This stage evaluates the prediction results obtained from 

applying the Naive Bayes method in the classification process. 

Evaluation is conducted using the Confusion Matrix and ROC 

curve (Receiver Operating Characteristic). Performance values 

to be used include accuracy, precision, recall, and the AUC 

value from the ROC curve, allowing the determination of the 

accuracy of the model built to predict the students' semester 

Grade Point Average during online learning. The higher the 

performance values, the better the performance of the generated 

prediction model.  

IV. RESULT AND ANALYSIS 

This section will explain the results of the conducted 
research, starting from the data collection process, data 
preprocessing, attribute selection, data cleaning, data balancing, 
modeling using the Naive Bayes algorithm, and evaluation. 

A. Data Collection 

The initial stage in the research is organizing and arranging 

the collected data from the distributed questionnaires. The total 

number of data records obtained from the questionnaire survey 

is 155 respondents, with a breakdown of data based on the 

Semester Grade Point Average (GPA) categories including 125 

records for GPA > 3.50; 25 records for GPA 2.75 – 3.50; 3 

records for GPA 2.00 – 2.75; and 2 records for GPA < 2.00. The 

data is then downloaded and saved in Excel format (.xlsx). Data 

attributes that are not needed for the research are removed, 

including their columns. The attribute names, which were 

originally in the form of questions to facilitate respondents in 

completing the survey, are changed to shorter names for easier 
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understanding during data processing in RapidMiner. 

In the RapidMiner application, the data types and roles of 

each data are declared to be processed for generating 

predictions and accuracy. The declaration of data types and 

roles is done by first importing the data into RapidMiner. The 

data types used in this study are polynomial and binomial. 

Meanwhile, the roles used are ID and Label roles. The names 

of the attributes, data types, and roles are further detailed in 

Table I. 

TABLE I. DATA TYPE AND ROLE 

No. Name Data Type Role 

1. NIM Polynominal ID 

2. Gender Binominal Regular 

3. Admission pathway Polynominal Regular 

4. Adequate smartphone facilities Binominal Regular 

5. Network conditions in their area Polynominal Regular 

6. Preferred online learning applications Binominal Regular 

7. Interest in learning during online 

learning 
Polynominal Regular 

8.  Learning attitude Binominal Regular 

9.  Learning Creativity Polynominal Regular 

10. Parental support Polynominal Regular 

11.  Study groups (online discussions) Binominal Regular 

12. Other activities outside of lectures 

during online learning (organizations, 

work, etc.) 

Polynominal Regular 

13. Semester Grade Point Average (GPA) 

in the 3rd and 5th semester 
Polynominal Label 

 

B. Attribute Selection 

In this stage, the selection of 11 (eleven) regular attributes 
used the information gain technique. In the RapidMiner 
application, the operator for information gain is called the 
"Weight by Information Gain" operator. This operator 
produced weight values for each regular attribute. The 
weighting of each attribute using Information Gain is shown in 
Figure 2. 

 

Fig. 2 Result of Information Gain for Attributes 

After creating the attribute selection design modeling using 

the "Weight by Information Gain" operator in the RapidMiner 

application, the weighting results for each attribute can be 

observed in Figure 2. The attributes with the lowest weight 

values are achieved by two attributes, namely adequate 

smartphone facilities and preferred online learning applications, 

both with the same weight value of 0.019. Based on these 

information gain results, the two attributes with the lowest 

weights, adequate smartphone facilities and preferred online 

learning applications, not included in the subsequent data 

processing stage. Therefore, in this study, the attributes used for 

the next stage can be seen in Table II. 

TABLE II.  LIST OF ATTRIBUTES AFTER ATTRIBUTE SELECTION 

No. Name Data Type Role 

1. NIM Polynominal   ID 

2. Gender Binominal Regular 

3. Admission pathway Polynominal Regular 

4. Network conditions in their area Polynominal Regular 

5. Interest in learning during online 

learning 
Polynominal Regular 

6.  Learning attitude Binominal Regular 

7.  Learning Creativity Polynominal Regular 

8. Parental support Polynominal Regular 

9.  Study groups (online discussions) Binominal Regular 

10. Other activities outside of lectures 

during online learning 

(organizations, work, etc.) 

Polynominal Regular 

11. Semester Grade Point Average 

(GPA) in the 3rd and 5th semester 
Polynominal Label 

 

C. Data Cleaning 

The next stage is data cleaning. In the RapidMiner 

application, the operator used to remove duplicate data is the 

"Remove Duplicates" operator. This operator works by 

selecting the attribute that filters its duplicate data. In this study, 

the filtered attribute is the NIM attribute because it is an ID 

attribute. Additionally, the "Remove Duplicates" operator 

provides the option to "treat missing values as duplicates" in the 

Parameters tab, allowing the cleaning of missing data to be 

performed by checking this option. 

This data cleaning stage resulted in 9 (nine) dirty data 

records being cleaned or removed by the "Remove Duplicates" 

operator. The deleted data are those with duplicate NIMs, 

indicating them as duplicate data. Thus, the remaining data 

consists of 146 clean records ready for use in the next stage, 

which is algorithm modeling. 

D. Naive Bayes Modeling 

Before processing the data using the Naive Bayes algorithm, 

the data is divided into 2 (two) parts consisting of training data 

and testing data. Data division is done with the RapidMiner 

operator named Split Data. The data is divided into 70% as 

training data and 30% as testing data. 

The results of processing the Naive Bayes algorithm in the 

form of a comparison of the actual semester grade index data 

with the predicted semester grade index data are shown in Table 

III. 

TABLE III. PREDICTION RESULTS 

No. NIM 
Semester Grade 

Point Average (GPA) 
Prediction Results 

1. 1512620070 >3,50 >3,50 

2 1512620005 > 3,50 > 3,50 
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3 1512620062 > 3,50 > 3,50 

4 1512620044 > 3,50 2,00 - 2,75 

5 1512621028 > 3,50 > 3,50 

: : : : 

40 1512621005 > 3,50 > 3,50 

41 1512621065 > 3,50 > 3,50 

42 1512621033 > 3,50 > 3,50 

43 1512621085 > 3,50 2,75 - 3,50 

44 1512621054 > 3,50 > 3,50 

 

E. Evaluation 

1) Confusion Matrix 

Evaluation of the Naive Bayes algorithm prediction model 

using a confusion matrix provides a classification results table 

containing the predicted values and actual values shown in the 

following table IV. 

TABLE IV. CONFUSION MATRIX CLASSIFICATION RESULT 

Prediction 
Actual 

>3,50 2,75 – 3,50 2,00 – 2,75 < 2,00 

>3,50 32 6 1 1 

2,75 – 3,50 2 1 0 0 

2,00 – 2,75 1 0 0 0 

<2,00 0 0 0 0 

 

Based on the confusion matrix classification in Table IV, 

the results of the confusion matrix evaluation are obtained in 

the form of accuracy, precision, and recall show in Table V. 

TABLE V. CONFUSION MATRIX EVALUATION RESULT 

Category Accuracy (%) Precision (%) Recall (%) 

>3,50 - 80,00 % 91,43 % 

2,75 – 3,50 - 33,33 % 14,29 % 

2,00 – 2,75 - 0,00 % 0,00 % 

<2,00 - 0,00 % 0,00 % 

Average 75,00 % 28,33 % 26,43 % 

 

Based on Table IV, the results of the confusion matrix 

evaluation showed an accuracy of 75.00%, precision of 

28.33%, and recall of 26.43%. 

 

2) ROC (Receiver Operator Characteristic) 

Evaluation using the ROC curve applies testing four times, 

which involves converting the labels from multi-class to binary 

class to enable processing with the ROC curve. The algorithm 

evaluation yields algorithm performance in terms of AUC 

values for each binary class, which is then averaged to obtain 

the overall AUC value for all classes [19].   

The obtained AUC values are as follows: positive class > 

3.50 is 0.717, positive class 2.75 – 3.50 is 0.593, positive class 

2.00 – 2.75 is 0.535, and positive class < 2.00 is 0.872. The 

overall AUC accumulation is shown in Fig 3. 

 

 

Fig. 3 Cumulative AUC Values 

Based on Fig 3, the results of the ROC curve evaluation 

show an average AUC value of 0.679. This value falls within 

the range classified as poor based on the AUC values. 

 

3) Confusion Matrix Using SMOTE 

This research utilizes the data balancing technique, namely 

SMOTE, to achieve better performance. The result of the 

confusion matrix classification show in the following Table VI. 

TABLE VI. CONFUSION MATRIX CLASSIFICATION RESULT USING 

SMOTE 

Prediction 
Actual 

>3,50 2,75 – 3,50 2,00 – 2,75 < 2,00 

>3,50 27 6 0 0 

2,75 – 3,50 2 1 1 0 

2,00 – 2,75 0 0 0 0 

<2,00 1 0 0 30 

 

The results of the confusion matrix evaluation using 

SMOTE show in Table VII. 

TABLE VII. CONFUSION MATRIX EVALUATION RESULT USING 

SMOTE 

Category Accuracy (%) Precision (%) Recall (%) 

>3,50 - 82,50 % 94,29 % 

2,75 – 3,50 - 50,00 % 14,29 % 

2,00 – 2,75 - 0,00 % 0,00 % 

<2,00 - 97,22 % 100,00 % 

Average 88,46 % 57,43 % 52,14 % 

 

Based on Table VII, evaluation of the confusion matrix 

using SMOTE resulted in an accuracy of 88.46%, precision 

increased to 57.43%, and recall of 52.14%. 

 

4) ROC Curve Using SMOTE 

The ROC curve obtained from the application of SMOTE 

also yielded increased values compared to before the 

application of SMOTE. The cumulative AUC values with 

SMOTE show in Fig 4.  
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Fig. 4 Cumulative AUC Values with SMOTE 

Based on Fig 4, the evaluation with the ROC curve results 

in an average AUC value of 0.809. This value falls within the 

range of good classification based on the interpretation of AUC 

classification values. 

F. Result Analysis 

After conducting testing and analysis of the prediction 

results and the performance of the Naive Bayes algorithm in 

predicting the Semester Grade Point Average (GPA) for 

students at Informatics and Computer Engineering Education, 

Universitas Negeri Jakarta, the results indicate that the 

evaluation and validation using the confusion matrix testing 

method resulted in an accuracy of 75% for unbalanced data and 

88.46% for balanced data using SMOTE. The precision values 

obtained are 28.33% and 57.43% with SMOTE. The recall 

values obtained are 26.43% without SMOTE and 52.14% for 

balanced data using SMOTE. 

The evaluation results of the Naive Bayes algorithm with 

the ROC curve yield an AUC value of 0.679 for unbalanced 

data. This value interprets that the classification produced is 

poor. In contrast, the AUC value obtained after balancing the 

data using SMOTE is 0.809, indicating that the classification 

results are categorized as good.  

Therefore, it concluded that the results of the Semester 

Grade Point Average (GPA) prediction model for students 

using the Naive Bayes algorithm have good classification 

performance when applied to a balanced dataset. Thus, the 

model can be used to predict students' GPA during online 

learning. In an imbalanced dataset, the accuracy results 

obtained are not quite satisfactory, but they do not fall into the 

category of failed classification, making them still usable for 

predictions. However, to achieve optimal results and better 

performance, it is advisable to collect balanced or preprocess 

data using data balancing methods such as SMOTE to generate 

better model performance and accuracy. 

V. CONCLUSION 

Based on this research, the Naive Bayes algorithm in 

predicting students' Semester Grade Point Average (GPA) 

during online learning yielded confusion matrix performance 

values of 75% accuracy, 28.33% precision, and 26.43% recall. 

Meanwhile, performance using the ROC curve resulted in an 

AUC value is 0.679, categorized as poor classification. The 

prediction performance with SMOTE data balancing produced 

an accuracy of 88.46%, precision of 57.43%, and recall of 

52.14%. Furthermore, the evaluation results using the ROC 

curve with balanced data through SMOTE yielded an AUC 

value of 0.809, categorizing the prediction model as a good 

classification. 

Based on the results of this research, future research can 

employ other classification algorithms to obtain more accurate 

prediction results. 
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