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Abstract— The fourth industrial revolution has brought 

significant changes in various sectors, and education has been 

greatly affected by technological advances. Automation, 

particularly in data processing, has simplified educational 

processes, particularly in managing student grade data. However, 

the increasing volume of data poses challenges in efficient 

processing. This research explores the application of K-Means 

clustering, a data mining technique, to cluster student grade data. 

This research uses the Elbow Method to determine the optimal 

number of clusters. The dataset, sourced from the Information 

Systems Study Program at the Telkom Institute of Technology 

Purwokerto, includes attributes such as Credits Taken, GPA, 

Number of Ds, Number of Es, and Credits Not Taken. The results 

identified three groups of students: "High Achievers," "Average 

Performance," and "Needs Improvement." Recommendations 

include academic challenges for high performers, better learning 

methods for average performers, and remedial programs for those 

who need improvement. This research demonstrates the efficacy 

of K-Means clustering in improving educational strategies and 

support systems based on student characteristics. 
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I.  INTRODUCTION 

The epoch of the fourth industrial revolution, marked by 
swift progress in technology and machinery, has induced 
substantial transformations in diverse aspects of life. One of the 
sectors most affected is the world of education. In this context, 
these changes force the world of education to adapt to the major 
changes currently occurring[1]. With the rapid development of 
technology in this modern era, automation processes have 
become increasingly common in various aspects of life. This 
leads to reduced human involvement in many jobs that 
previously required manual intervention. One sector that has 
adopted the application of automation quite significantly is the 
education sector. Through automation, the education sector has 
undergone a transformation that has resulted in convenience 
and efficiency in various aspects[2]. The application of 
automation in the education sector has brought great benefits, 
especially in processing student grade data. This data is not only 
valuable for increasing understanding of student academic 
performance and achievement, but also becomes an important 
asset for educational institutions. However, the increasing 
abundance of data collected has brought new challenges in 
processing it efficiently and effectively[3]. 

In the era of advances in information technology and 
increasingly widespread use of data, it cannot be denied that 
data classification has become a very relevant and important 
approach to facing complex challenges. Through the data 
classification process, the main goal to be achieved is to 
carefully group data into various relevant categories or classes, 
based on patterns or special features contained in the dataset. In 
the context of the education sector, the application of advanced 
data classification techniques provides a major opportunity to 
improve understanding, decision making, and efficiency in 
managing student grades data, opening the door to significant 
improvements in education delivery[4]. The ability to have a 
model or function that is able to accurately differentiate 
between various classes of data has opened a wide door to 
increasing in-depth understanding of the characteristics of 
students in certain groups in the world of education. 

Study uses the Clustering method with the K-Means 
Algorithm to group the Academic Achievement Index of 
students[5]. The results show that the best grouping consists of 
2 clusters, which are evaluated using the Davies Bouldin 
method. Research aims to group the allocation of bidikmisi to 
students by utilizing the K-Means method. Factors such as 
parents' income, home conditions, the number of dependents of 
parents, and students' academic achievements are the main 
considerations[6]. The goal is to set centroids for scholarship 
candidate recipients, thus producing recommendations for 
groups that are very deserving, deserving, and require further 
consideration. 

Using these models, it is possible to gain deeper insight into 
student academic behavior patterns, identify significant trends, 
and identify challenges that need to be addressed. More than 
just analysis, these capabilities make it possible to provide 
appropriate recommendations and appropriate actions to 
improve the quality of learning and assessment, bringing 
meaningful improvements to sustainable education systems. 

K-Means clustering is a technique employed to categorize 
data into groups in a classifying. This technique is commonly 
employed in research and falls under the category of clustering 
methods in Data Mining[7]. The K-Means Clustering technique 
is utilized for categorizing student score data. Through 
experimentation and analysis, it is hoped that it can reveal 
valuable insights about academic patterns that provide benefits 
for educational institutions in improving the learning process 
and student guidance. The decision-making process regarding 
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the results of evaluations and assessments of students is carried 
out by lecturers during the learning process. The ratings for the 
"Improvement Needed," "Decent," and "High-Achieving" 
categories are determined based on several factors, including 
the number of credits taken, credits not yet taken, number of D 
grades, number of E grades, and the student's GPA. The 
"Improvement Needed" category is given if a student has a lot 
of credits not taken, a high number of D and E grades, and a 
low GPA. Meanwhile, the "Excellent" category is given to 
students who have made fairly good progress, with an adequate 
number of credits taken, a moderate number of D and E grades, 
and a satisfactory GPA. Students who are included in the "High-
Achieving" category are students who have completed many 
credits, have a small number of D and E grades, and have a high 
GPA. This category assessment helps describe academic 
performance and the level of student seriousness in facing 
learning challenges. 

Data mining, as an increasingly important concept in the 
digital information era, is a very significant process in modern 
data analysis. This process involves searching, mining, and 
analyzing large amounts of data stored in repositories with a 
very systematic approach. Through data mining, the main goal 
is to discover hidden relationships, unexpected patterns, and 
new trends that may not be discovered by conventional analysis 
methods. Thus, the data mining process plays a central role in 
extracting previously unknown, but of high significance, 
valuable information from large and complex databases. In this 
context, data mining is not just an analytical tool, but is also the 
key to uncovering deep knowledge and has the potential to 
change the way we understand and make decisions in various 
fields, from business to science[8]. This complex data mining 
process relies on sophisticated pattern recognition technology, 
and utilizes a variety of powerful statistical and mathematical 
techniques. The goal is to uncover hidden patterns and 
knowledge that has significant value from within this large 
amount of data. By combining computational intelligence, in-
depth mathematical analysis, and specialized algorithms, this 
process becomes a highly effective tool in unraveling the 
complexity of modern data. Thus, data mining is not just an 
analytical tool, but also an important bridge to deeper 
understanding and more efficient problem solving in a variety 
of contexts, from business to scientific research[9]. Data 
Mining is an important concept in data analysis, which clearly 
describes the process of searching and discovering hidden 
information or knowledge in a database. This process involves 
the use of a variety of methods and techniques, including 
statistics, mathematics, and pattern recognition technology, 
with the aim of unearthing valuable insights that may not be 
discovered through conventional analysis. Thus, Data Mining 
is not just an analytical tool, but also a means that makes it 
possible to explore the enormous potential of available data, 
help make better decisions, and understand complex 
phenomena in various areas of life[10].  

Clustering is an important process in data analysis which 
aims to group records, observations, or classes based on the 
similarity of the objects contained in them. Using various 
statistical methods and techniques, clustering helps identify 
emerging patterns in large and complex data, ultimately aiding 
in a deeper understanding of the relationships between those 

objects. This process makes it possible to recognize similar 
groups, thereby facilitating analysis, decision making, and 
understanding of phenomena in various fields, including 
science, business, and technology[11]. Clustering is a method 
employed to categorize data into clusters or sets according to 
shared characteristics among the data. Multiple methodologies, 
including k-means, k-medoid, k-mode, hierarchical clustering, 
and alternative techniques, can be utilized to organize the data 
into distinct groups. Clustering methods have unique 
advantages and disadvantages. The formation of optimal 
clusters can be impacted by factors such as the clustering 
method applied, dataset characteristics, data density structure, 
dataset volume, and the specified number of clusters. Besides 
various clustering methods, there are also multiple techniques 
to identify the appropriate number of clusters, one of which 
includes the use of the Elbow Method. This technique involves 
graphing the explained variation in relation to the number of 
clusters, and choosing the "elbow" point on the curve as the 
most suitable number of clusters to employ[12]. 

The Elbow Method is employed to ascertain the most 
suitable value for k when creating a cluster[13]. The Elbow 
Method is when the point forms a sharp angle. This point 
indicates a significant decrease between the two cluster points 
followed by a value that tends to remain constant. The table 
above shows the SSE (Sum of Squares Error) values for the 
most important or largest errors[14]. The Elbow Method is used 
to determine the most suitable number of clusters by contrasting 
outcomes across varying numbers of clusters, where a notable 
percentage shift creates an elbow at a certain point[15]. 

K-Means is a method utilized to categorize data into two or 
more groups, employing the mean value as the central point for 
each group[16]. K-Means is a non-hierarchical clustering 
technique designed to assist in categorizing variables into 
predefined classes upon completion of the computation. The K-
Means algorithm stands out as one of the most straightforward 
and extensively applied implementations of partitional 
clustering algorithms. K-Means uses a squared error criterion. 
This algorithm starts by partitioning the data space randomly 
while assigning existing samples into clusters based on the 
similarity between clusters and samples, until a convergent 
criterion is found[17]. 

 

II. LITERATURE REVIEW 

A. Data 

Data is a raw source of information that reflects the realities 

of events and entities. It can take the form of symbols such as 

letters, numbers, images, sounds, signals, and more. For it to be 

useful, data needs to undergo processing, and the outcomes can 

transform into information. Essentially, data is a record of facts, 

concepts, or instructions that undergoes a process to become 

understandable to humans[18]. 

B. Clustering 

Clustering, a method within the realm of data mining, is 

utilized for the analysis of data with the primary objective of 

resolving issues pertaining to data categorization. More 

precisely, it involves the partitioning of a dataset into distinct 

subsets. In the realm of clustering techniques, the emphasis is 
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placed on the allocation of cases (be they objects, individuals, 

events, etc.) into specific groups. This is done to ensure that the 

level of connectivity among members within the same cluster is 

robust, while the strength of connections between members 

belonging to different clusters exhibits variability ranging from 

strong to weak[19]. 

C. K-Means 

K-Means is a non-hierarchical data clustering technique that 

divides data into one or more clusters. It groups data with 

similar features into a single cluster, while placing data with 

distinct characteristics into separate clusters. Functioning as a 

distance-based clustering method, K-Means algorithmically 

separates data into multiple clusters, focusing specifically on 

numeric attributes[20]. 

D. K-Means Clustering 

The K-Means clustering method, first presented by Stuart 

Lloyd from Bell Labs in 1957, encompasses an Unsupervised 

Learning strategy marked by a repetitive process. In this 

method, the dataset is partitioned into a predetermined number, 

k, of distinct clusters or subgroups. The iterative nature of the 

algorithm aims to group data points closely together within each 

cluster while maintaining separation among clusters in different 

spaces. It designates data points to clusters in such a way that it 

reduces the total of squared distances between the cluster 

centers and the data points. Consequently, the centroid of a 

cluster serves as the average value for the data points within that 

specific cluster[21]. Generally, the steps of the K-Means 

algorithm proceed as follows: general, the steps of the K-Means 

algorithm are as follows: 

1. Establish the preferred number of clusters, represented 

as k. 

2. Select k objects randomly to function as the central 

points or centroids for the clusters. 

3. Identify the k centroids, representing the central 

positions. 

4. Categorize objects into the nearest cluster centroid, 

utilizing Euclidean distance as the determining factor: 

 

𝑑(𝑥, 𝑦) = ||𝑥 − 𝑦|| =  √∑𝑛
𝑖 = 1(𝑥𝑖 − 𝑦𝑖  )2 = 1,2,3. , … , 𝑛  (1) 

 

Description: 

x_i denotes the i-th object in the set x, 

y_i signifies the i-th object in the set y, and 

n represents the total number of objects. 

E. Elbow Method 

The elbow method is a clustering technique utilized to 

ascertain the most optimal number of clusters. Its name is 

derived from the graph it generates, which usually shows a 

bend, referred to as the optimal cluster count. The graph 

illustrates various percentage results for each cluster value, 

providing valuable insights. If the graph shows a noticeable 

bend with a gradual decrease in cluster values, without a sharp 

decline afterward, that specific cluster value is considered the 

most appropriate[22]. 

 

III. RESEARCH METHOD  

In this research, several stages were carried out, including 
the following: 

 

Figure 1. Research Flow Chart 

Figure 1 explains the stages of the research carried out: 

A. Data Collection 

The data used in this research was obtained from student 

assessments taking part in the Information Systems Study 

Program at the Telkom Purwokerto Institute of Technology. 

The student score data is secondary data obtained from the score 

recording system from 2019 to 2022. The dataset used for this 

research contains the results of student score data from the 

Information Systems Study Program at the Telkom Purwokerto 

Institute of Technology as many as 550 students with the 

attributes of Credits Taken, GPA , Total D Grades, Total E 

Grades, and Credits Not Yet Taken. The K-Means algorithm, in 

conjunction with the Elbow method as a cluster optimization 

strategy, will be used to group the data. This is intended to 

pinpoint the most suitable number of clusters for efficient 

categorization. 

B. Determining The Number of Clusters Using Elbow 

The elbow method is utilized to ascertain the most suitable 

or optimal number of clusters in the k-means algorithm. This 

technique is employed to identify the elbow point on the curve 

of clustering results, where an increase in the number of clusters 

does not yield a considerable enhancement in the quality of 

clustering. The elbow method allows identifying the most 

suitable number of clusters for the k-means algorithm. In 

research involving assessment data from students from the 

Information Systems Study Program at the Telkom Purwokerto 

Institute of Technology, the elbow method strategy was utilized 

as the optimal means to identify the most suitable number of 

clusters. 

C. Implementation of the K-Means Clustering Algorithm 

The implementation of the K-Means clustering algorithm in 

this study is intended to categorize the evaluation data of 
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students participating in the Information Systems Study 

Program at the Telkom Purwokerto Institute of Technology into 

various groups, according to the existing attributes. The 

implementation of K-Means aims to help data analysis and 

further understanding of student group patterns based on value 

data. Clustering results can provide valuable insight for 

academic decision making or the implementation of more 

appropriate educational strategies. 
 

IV. RESULT AND DISCUSSION 

The data used in this research comes from the scores of 
students from the Information Systems Study Program at the 
Telkom Purwokerto Institute of Technology. The student score 
data is secondary data obtained from the score recording system 
from 2019 to 2022. The dataset used for this research contains 
the results of student score data from the Information Systems 
Study Program at the Telkom Purwokerto Institute of 
Technology as many as 550 students with the attributes of 
Credits Taken, GPA , Total D Grades, Total E Grades, and 
Credits Not Yet Taken. The following example of student data 
used can be seen in table 1. 

TABLE 1. STUDENT VALUE DATASET  

Credits Taken GPA 
Number of 

values D 

Number of 

values E 

Credits Not 

Taken 

151 2,46 3 4 21 

136 2,92 3 0 8 

138 3,77 0 0 6 

140 3,56 0 0 4 

132 1,69 6 21 67 

140 3 0 0 4 

141 2,68 3 6 14 

140 2,97 1 0 4 

85 1,46 6 17 32 

120 1,72 1 17 57 

 

The results of determining the number of clusters using 
elbows are displayed in the form of SSE (Sum of Squares Error) 
value data and also in the form of a graph that has an x-axis and 
a y-axis. On the x-axis, there are variations in the number of 
clusters ranging from 2 to 10 clusters, while on the y-axis, there 
are SSE values derived from each cluster. The test outcomes 
indicate that two clusters are the optimal number of clusters 
suitable for segregating student data into the "Improvement 
Needed", "Average Performance" and "High-Achieving" 
groups. 

Upon examining the test outcomes utilizing the elbow 
method, a graph is revealed displaying the position of the 
"elbow", which signifies the optimal number of clusters. The 
location of the "elbow" will dictate the best number of clusters 
to be employed in the procedure of categorizing student grade 
data using the K-Means algorithm. 

 

 

Figure 2. Results of Determining the Number of Clusters 

Once the data is prepared, a crucial stage in gaining a 
thorough understanding of the relationships between variables 
is illustrated through Pairplots, which display correlations and 
distribution patterns. Pairplots are a vital visualization tool in 
exploring relationships between variables and illustrating 
correlations and distribution patterns in datasets. Optimal 
cluster selection can be strengthened by the in-depth 
understanding gained through pairplots, providing additional 
insights into the characteristics of the data. 

 

Figure 3. Pairplot 

In this analysis, we will introduce a pairplot visualization 
that illustrates the relationship between Credits Taken, GPA, 
Total D Grades, Total E Grades, and Credits Not Yet Taken. 
This pairplot and clustering analysis will help provide deep 
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insight into how the relationships between these variables affect 
the overall structure of the data. 

The next step is to standardize the data. Standardization is a 
process to rescale data so that it has a mean (average) of 0 and 
a standard deviation of 1. This process is carried out so that all 
attributes have balanced weights in the clustering process and 
prevent attributes with a large scale from dominating in distance 
calculations, to standardize the attributes of Credits Taken, 
GPA , Total D Grades, Total E Grades, and Credits Not Yet 
Taken in the dataset of student grades. After standardization, 
the data will be ready to be implemented using the K-Means 
clustering algorithm to group student grade data into several 
groups based on existing attributes. 

 

Figure 4. Standardization 

The subsequent step involves forming segments based on 
specific criteria from the student grade data. Creating segments 
is done by identifying and grouping student data into segments 
or groups based on certain characteristics or patterns found 
from the clustering results. For example, segments can be 
created based on the range of GPA values, the number of credits 
taken, or the distribution of D and E grades. he outcomes of this 
segment creation can be observed in the table below: 

 

 

Figure 5. Criteria Segment Results 

Segmentation of student data using the K-Means method 
formed three main groups with significant differences in 
characteristics. The first group, characterized as "High-

Achieving" (km_labels=2), consisted of ten high-achieving 
students.  Recommendations for this group include increased 
academic challenges, such as enrichment programs or 
additional research assignments. Mentoring support is also 
needed to assist in optimizing academic potential and planning 
career moves. 

The second group, characterized as "Average Performance" 
(km_labels=1). Recommendations for this group include 
improved learning methods, better structuring of study 
schedules, and mentoring support. A personalized approach and 
strengthening of study skills may be needed to assist in 
achieving students' full potential. 

The last group, which can be referred to as "Improvement 
Needed" (km_labels=0), consisted of two students who showed 
a need for improvement. The main recommendation for this 
group is to implement a special remedial program to improve 
understanding of basic material. Intensive academic tutoring is 
also needed to provide extra support for them to overcome 
academic difficulties. 

 To determine the most appropriate data grouping, the 
clustering model is evaluated. In this study, the evaluation is 
carried out using the Davies Bouldin Index. The purpose of this 
evaluation is to find the best accuracy in the clustering process 
and determine the most appropriate clustering recommendation. 

 

Figure 6. Davies Bouldin Index 

 The evaluation using the Davies Bouldin method is carried 
out by looking for the smallest value from each test conducted. 
This evaluation is tested with a variation of the number of 
clusters from 2 to 7. Based on the results of the evaluation with 
the Davies Bouldin method for the number of clusters from 2 to 
7, shown in Figure 6, the grouping with the smallest value is 
found in the number of clusters 3, with a value of 
0.7691438667033941. Therefore, the recommended number of 
clusters is 3. 

 

V. CONCLUSION 

The results of segmenting student data using the K-Means 
method show three main groups with different characteristics. 
The "High-Achieving" group consists of high-achieving 
students with extensive Credits Taken, low number of D and E 
values, and high average GPA. The "Average Performance" 
group consists of students with moderate Credits Taken, 
relatively low number of D and E values, and adequate average 
GPA. The "Improvement Needed" group indicates students 
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with improvement needs, characterized by a high number of D 
and E values and low GPA averages. 

Recommendations include increased academic challenge 
for "High-Achieving," improved learning methods and 
mentoring support for "Average Performance," and remedial 
programs and intensive academic guidance for "Improvement 
Needed." It is hoped that this approach can improve academic 
strategies and student support, ensuring appropriate responses 
to the needs of each group. 
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