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Abstract— The classification method is part of data mining 

which is used to predict existing problems and also as 

predictions for the future. The form of dataset used in the 

classification method is supervised data. The random forest 

classification method is processed by forming several 

decision trees and then combining them to get better and 

more precise predictions. while a decision tree is the 

concept of changing a pile of data into a decision tree that 

presents the rules of a decision. From these two 

classification methods, researchers will compare the level 

of accuracy of predictions from both methods with the 

same dataset, namely the employee dataset in India, to 

predict the level of accuracy of employees who leave their 

jobs or still remain to work at their company. The number 

of records available is 4654 records. Of the existing data, 

90% was used as training data and 10% was used as test 

data. From the results of testing this method, it was found 

that the accuracy level of the random forest method was 

86.45%, while the decision tree method was 84.30% 

accuracy level. Then, by using the confusion matrix, you 

can see the magnitude of the distribution of experimental 

validity visually to calculate precision, recall and F1-Score. 

The random forest algorithm obtained precision of: 96.7%, 

sensitivity of: 84.7%, specificity of: 91.4%, and F1-Score 

of: 90.2%. Meanwhile, the decision tree algorithm obtained 

precision of: 95.7%, sensitivity of: 82.9%, specificity of: 

88.4%, and F1-Score of: 88.8%. 

Keywords— Data Mining, Classification, Random Forest, 

Decision Tree, Confusion Matrix 

 

I.  INTRODUCTION 

Data Mining is a process of knowledge discovery in 

databases. Data Mining will be carried out extraction of 

important information or patterns in large data [1]. Data 

mining work can be done using prediction, association and 

segmentation methods [2], where prediction methods are 

divided into three parts which include classification, 

regression, and time series. The classification of algorithms 

used includes : Decision Tree, Random Forest, Neural 

Network, Support Vector Machine, K-Nearest Neighbor, 

Naïve Bayes, dan GA. Classification has the characteristics of 

grouping data based on the attachment of data to sample data, 

where in grouping the data must have label or target attributes. 

From several algorithms in the classification method, we will 

compare 2 (two) algorithms in the classification method, 

namely decision tree and random forest. A decision tree is a 

basic classifier that has two learning steps and classification 

[3]. In the learning phase, the learning decision tree generates 

a decision tree from a set of classified training samples [3]. In 

the classification phase, the decision tree obtained from the 

learning phase is used to classify the unclassified data. random 

forest proposed by [4] There are several decision trees in the 

random forest classifier, and the average accuracy of these 

decision trees is used to increase the precision in a collection 

of several decision trees, taking an estimate of each tree and 

predicting the final outcome based on majority votes. Based 

on several previous studies :  

a.  “Metode Pembelajaran Mesin untuk Memprediksi 

Persetujuan Pinjaman dengan Membandingkan Algoritma 

Random Forest dan Decision Tree” said that the random 

forest method was found to have a 79.4490 percent success 

rate in this investigation. When compared to a decision tree  

b “Komparasi Tingkat Ketepatan Random Forest dan 

Decision Tree C4.5 Pada Klasifikasi Data Penyakit 

Infertilitas Agung” said that from the test results of these 

two algorithms, different results were obtained with 

significant differences in accuracy in the classification of 

fertility data. The results of random forest testing and 

Decision tree C4.5 in predicting the success rate and it can 

be concluded that the test results using random forest 

obtained an accuracy of 87.20%, then decision tree C4.5 

obtained an accuracy of 85.90%. [5]  

c. “Komparasi Algoritma Random Forest  Dan Decision Tree 

Untuk Memprediksi Keberhasilan Immunotheraphy” [5] 

said that with testing using cross-validation, an accuracy 

value of 84.4% was obtained using the decision tree 

method and then an accuracy value of 85.5% using the 
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random forest method. Using employee datasets in India to 

predict employees who are still working or out of work. 

After obtaining the results of the prediction of the level of 

accuracy from these two algorithms, then the calculation of 

accuracy, precision, recall and F1-Score will be carried out 

to see the distribution of experimental validity visually 

using a confusion matrix. The dataset used was 4654 

records, and then disaggregated for training data and trial 

data with a ratio of  9 : 1     

II. RESEARCH METHODOLOGY 

This study was conducted to compare the performance level of 

random forest and decision tree algorithms using employee 

datasets in India, namely predicting employees who leave their 

jobs or still stay in an agency/company. The stages carried out 

to compare these two methods can be illustrated in the 

following figure. 
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Figure 1  

Research Methods 

 

2.1. Literature Study 

Research should refer to a literature study. Literature 

study which is a series of activities that include collecting 

library data, reading and recording, and managing research 

materials. Literature study is an activity that must be carried 

out in research, more specifically research related to 

academics where the goal is to explore the conceptual and 

technical sides.  Literature studies are conducted by 

researchers with the intention of obtaining basic theories, 

frameworks of thinking, and obtaining temporary estimates 

called research hypotheses. Thus researchers can create 

groups, allocate organize, and various library developments to 

reset their research. The existence of literature studies allows 

researchers to deeply and broadly dig deeper into the problem 

to be studied.  With literature studies researchers can 

determine the topic in the research, the problem formulated 

then they can go directly to the intended research place for the 

required data collection. 

 

2.2 Data Collection  

When data collection activities are carried out, namely 

searching for datasets which are data sources used to compare 

classifications. The dataset taken for this research is in the 

form of public data sourced from https://www.kaggle.com/ 

website, namely the employee dataset. This dataset contains 

employee data that at the time of testing will influence the 

employee to leave his job or still work. The data is 4654 

records where there are 8 attributes and 1 attribute used as a 

target label. Before the dataset is processed for testing, it 

needs to be looked at (data preparation).  

Data preparation is a stage for cleaning data as well as 

transforming raw data before processing and analyzing which 

includes all the steps needed to obtain, prepare, precise, and 

supervise data resources in the  organization. It is important 

for researchers to do before the data is processed and format 

the data, check the data first, and combine collection data for 

data exploration. Before analyzing the data, researchers need 

to collect data from various sources, delete, or fill in Null data, 

duplicate data, or update data into the correct rules. Training 

data is a subset of datasets used to train machine learning 

models.  

The goal is to study patterns and relationships between 

features (independent variables) and targets (dependent 

variables).Data training measures usually have a larger 

proportion than testing data. Most datasets are allocated for 

model training. The model process learns through iterative 

iterations (epochs) of training data, adjusting its internal 

parameters to achieve good performance on this data. Data 

testing is a subset of datasets that are not used during the 

model training process and are stored to test model 

performance after training. The goal is to measure the extent 

to which the model can generalize information from data not 

seen during training.  

The size of the testing data is usually a small part of the 

overall dataset, but it is representative of the overall data 

distribution. The process after the model is trained, its 

performance is tested on testing data. This helps assess the 

extent to which the model can cope with new data and 

provides good predictions. The division between training data 

and testing data is usually done randomly. The comparison 

used in this study was 9:1 The Importance of Division 

Separating the data into these two subsets is important to 

avoid overfitting. If the model is only treated on training data, 

it may only memorize that data and may not generalize well to 

the new data.  
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The following sample dataset has been prepared to test 

the accuracy of prediction of random forest and decision tree 

methods, can be seen in the figure below : 

 

 

 
 

Figure 2 

Dataset Employee 

 

 

2.3 Random Forest 

Random Forest is a supervision learning algorithm 

where there is training data and also testing data 

proposed by Breiman in 2001 (Louppe, 2014) [6]. 

Random forests are commonly used to solve problems 

that have to do with classification, regression, These 

algorithms build multiple decision trees during training 

and combine the results to improve the performance and 

robustness of the model and others. Why this algorithm 

is called random is because : 

a. Each tree grows on a different bootstrap instance, 

taken from random training data. 

b. In each split node during decision tree formation, a 

sample portion of the variable m is selected from its 

original data collection after which it will best be 

used in that node. 

This algorithm is a combination of several tree 

predictors or can be called decision trees where each 

tree relies on random vector values to be used as free 

and equitable examples on all trees in the forest [7]. 

The prediction results from random forests are obtained 

from the most results from each decision tree (voting 

for classification and average for regression). For RF 

consisting of N trees it is formulated as: 

 

𝑙(𝑦) = 𝑎𝑟𝑔𝑚𝑎𝑥𝑐(∑ 𝐼ℎ𝑛(𝑦) = 𝑐)                 … (2.1)

𝑛

𝑛=1

 

 

2.4 Decision tree  

A decision tree is a predictive model that maps 

decision problems based on a set of conditional 

decisions. This model can be used for classification 

and regression tasks. Decision trees take the form of 

hierarchical structures similar to trees, with each 

node representing decisions based on certain 

features. Decision trees are used to form decision 

trees with very strong predictions. The decision tree 

method converts very large facts into decision trees 

that represent rules that can be easily understood 

[8]. The stages in the decision tree are: 

 

Calculate the entropy value of each attribute : 
a. Calculate the entropy value of each attribute : 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆)  ∑ −𝑝𝑖 ∗𝑛
𝑖=1 𝑙𝑜𝑔2 𝑝𝑖            … (2.2)  

 

b. Calculation of the value of obtaining information on 

each attribute : 

 

𝐼𝑛𝑓𝑜 𝐺𝑎𝑖𝑛(𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) −

∑
[𝑆1]

|𝑆|
∗𝑛

𝑖=1 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆1)                                            … (2.3)  

c. Calculation of separate information values for each 

attribute: 

 

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑎(𝐷) =

− ∑
[𝐷1]

|𝐷|
∗𝑛

𝑗=1 𝑙𝑜𝑔2(
𝐷𝑗

𝐷
 )                                           … (2.4)  

d. Calculate the value of the gain ratio for each attribute 

 

𝐺𝑎𝑖𝑛 𝑅𝑎𝑡𝑖𝑜(𝐴)

=  
𝐼𝑛𝑓𝑜𝐺𝑎𝑖𝑛 (𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜 (𝐴)
                                         … (2.5) 

 

e. The attribute that has the highest profit ratio is selected 

to be the root (splitting attribute) and the attribute that 

has a profit ratio value lower than the root (root) is 

selected to be a branch. 

f. Recalculate the value of the profit ratio of each attribute 

by excluding the attribute selected as root in the 

previous step 

g. Attributes that have the highest Gain Ratio will be 

made branches. Then iterations for steps 4 and five 
obtained a value of Gain of 0 from all remaining 

attributes 
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2.5 Confusion Matrix 

Calculation of classification performance from each 

method test with Confusion Matrix to obtain accuracy, 

precision, and recall results. The confusion matrix is 

used to obtain an estimate of how well classified 

unequal class detection [19]. The Confusion Matrix 

table can be seen in the Table 
Table 1.  

Table Confusion Matrix 

Assigned classes

Positive

True Positive

False Positive

False  Negative

True Negative

positive

Negative

Actual Value
Negative

 

 

 

Sokolova's opinion (2009) obtained several matrices to 

be calculated in the confusion matrix, namely accuracy, 

precision, recall, specificity, and F1-Score. In the 

calculation obtained the formula : 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
             … (2.6)                                         

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                            … (2.7)            

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
                                  … (2.8) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
                           … (2.9) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
            … (2.10) 

 

 

III. DISCUSSION 

3.1. The testing process and results of testing random forest 

and decision tree algorithms using the rapid miner tool are 

as follows : 

 
 

Figure 3  

Testing Process of random forest and decision tree 

algorithms 

 

 
 

Figure 4  

Prediction Results from the Random Forest Algorithm 

 

 

 

 

 

 

 

 



 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 13, Nomor 01, PP 92-97 
 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v13i1.1985, Copyright ©2024 

Submitted : October 6, 2023, Revised : January 4, 2024, Accepted : January 11, 2024, Published : February 15, 2024 

96 

 

 
 

Figure 5  

Prediction Results from Decison Tree Algorithm 

 

From employee data available in India, the results of 

algorithm classification predictions using Random Forest with 

a total of 4654 records in spit for training data of 90% and 

testing data of 10%. shows the accuracy level of the random 

forest algorithm of 86.45%. While the accuracy level of the 

decision tree algorithm is 84.30%. 

3.2 Then the results of the large distribution of validity of 

the random forest algorithm and decision tree using the 

confusion matrix to determine precision, recall and F1-score 

for each method are as follows:  

 
Figure 6 

 Confusion Matrix from Random Forest Alforithm 

 
Figure 7  

Confusion Matrix from the Decision Tree Algorithm 

 

  

IV. CONCLUSION 

From the test results of these 2 classification algorithms, it 

was found that 

The accuracy level of the random forest algorithm is 

86.45% higher than the decision tree algorithm which is 

84.30%. Precision : The model has the ability to classify data 

of employees who leave their jobs correctly when the model 

is predicted for the Random Forest algorithm by 96.7% and 

the decision tree algorithm by 95.73%. Recall : The model 

has the ability to classify data of employees who leave their 

jobs correctly for random forest algorithm by 84.7% and 

decision tree algorithm by 82.9% Specificity : The model has 

the ability to correctly classify employee data that continues 

to work in the company for random forest algorithm by 

91.4% and decision tree algorithm by 88.4%. F1-Score : A 

measure of the balance between precision and recall for the 

random forest algorithm at 90.2% and the decision tree 

algorithm at 88.8% 

Because it can be concluded from the results of the testing 

process that the algorithm uses random forest better than the 

decision tree algorithm 
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