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Abstract— Forests are an area and part of the environmental 

cycle that is very important for survival because forests are areas 

on Earth that regulate the balance of the ecosystem. Forest fires 

rank second only to illegal logging in Indonesia's list of forest 

destruction causes. Forest fires can occur due to two factors, 

namely natural and human factors. Therefore, the hotspot factor 

that can cause forest fires is an independent variable. The 

population of hotspots in the West Kalimantan region in 2020 

amounted to 1,416 spots. This study aims to predict the number of 

hotspot occurrences on land and forests that cause fires before the 

fires spread and are challenging to overcome or extinguish. The 

method to indicate the number of hotspot occurrences uses the 

Autoregressive Integrated Moving Average (ARIMA) and 

Seasonal Autoregressive Integrated Moving Average (SARIMA) 

methods. Modeling ARIMA (0,1,1) and SARIMA (0,1,1) (2,2,1)12 

obtained Root Mean Square Error (RMSE) evaluation results for 

ARIMA of 6.61 while SARIMA of 7.61. The ARIMA's Mean 

Squared Error (MSE) evaluation value is 43.70, and the SARIMA 

is 58.05. Based on these results, it can be concluded that the 

ARIMA model provides excellent and accurate performance in 

describing the trend of hotspot events that will occur in the future 

with a smaller RMSE value compared to SARIMA. 

Keywords— Forestry, Land and Forest Fires, Hotspot, 

ARIMA, SARIMA 

I. INTRODUCTION 

Forests are areas and parts of the environmental cycle that 
are very important for survival because forests are areas on 
Earth that regulate the balance of the ecosystem [1]. According 
to the Basic Forestry Law No.41 of 1999 concerning Forestry, 
a forest is an ecosystem unit in the form of an expanse of land 
containing biological natural resources dominated by trees in 
their natural environment, one and the other inseparable [2]. 
Indonesia is a country where almost all provinces have forest 
areas. Indonesia's forest and water conservation areas in 2019 
were around 123.8 million hectares [3]. 

But today, Indonesia's deforestation rate is still relatively 
high, with around 115.46 thousand hectares per year in 2020 
[4]. The high rate of deforestation can undoubtedly threaten the 
existence and sustainability of forests in Indonesia. One of the 
most significant contributors to the high rate of deforestation is 
the forest and land fires carried out illegally by local 
communities and large private companies to clear land [5]. 

Forest and land fires rank second to illegal logging in 
Indonesia's list of forest destruction causes [6]. Every year, 
millions of hectares of forest are burned. Forest and land fires 
in Indonesia generally occur on the islands of Sumatra and 
Kalimantan, where both islands are areas dominated by 
wetlands, especially flammable peatlands [7]. High organic 
matter content, porous nature, and low vertical conductivity are 
the causes of peatlands being highly volatile. Fires on peatlands 
are difficult to extinguish because they spread below the ground 
surface [8]. Forest fires can occur due to two factors, namely 
natural and human factors. Therefore, an independent variable 
is the hotspot factor that can cause forest fires [9]. 

A hotspot is a forest fire indicator that detects an area with 
a relatively higher temperature than the surrounding 
temperature [10]. The site is represented in a point with specific 
coordinates. Hotspots are usually used as an early indicator to 
detect the possibility of forest fires in an area; the greater the 
number of hotspots that appear, the greater the potential for 
forest and land fires that occur in a room [9]. Hotspots can be 
used as a reference for early identification of forest and land 
fires [11]. 

West Kalimantan is a tropical region with high air 
temperatures, with an average air temperature of 27.6°. The 
population of hotspots in the West Kalimantan region in 2019 
was recorded at 4,005 points [12]. By this situation, the 
government needs effective and efficient forest and land fire 
prevention measures in the West Kalimantan region. One of the 
effective preventive measures the government can take is 
observing the appearance of hotspots through satellites. 
Hotspots that appear in forests and land can be observed 
through the National Aeronautics and Space Administration 
(NASA) satellite [8]. Observation via satellite allows quick 
knowledge of the appearance of hotspots that are detected 
directly. This observation can be carried out in the West 
Kalimantan region to respond to hotspots appearing in forests 
and land that cause fires before the fire spread and are 
challenging to overcome or extinguish.  

Several related studies based on similar problems and 
solutions in preventing forest and land fires, one of which is a 
study aimed at forecasting the number of hotspots on 
Kalimantan peatlands using a zero-inflated Poisson regression 
model based on climatic factors, namely sun exposure, and 
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rainfall. This model can map the Kalimantan region into four 
good areas, with the smallest RMSE value of 10.05 in area 2 
[8]. Another study used multiple regression models to predict 
hotspots in the Southern Southeast Asia region with several 
significant predictors. The results of this study successfully 
indicated the highest area in Southern Southeast Asia with an 
RMSE of 11.3 [9]. 

Different from the previous research, another study aims to 
predict the occurrence of hotspots in peatlands in Riau province 
using long- and short-term memory. The research made 
predictions for the next six months, from August 2019 to 
January 2020. LSTM can predict time series with an RMSE 
value of 363.38 [13]. The research aimed at predicting the 
number of occurrences of hotspots was also carried out in the 
Rokan Hilir district using the Elman recurrent neural network, 
with the results of the research producing a constant actual 
value with the prediction results, namely the RMSE value of 
437.603 [14]. Furthermore, a similar study was conducted to 
predict the number of hotspot events through a time series 
approach using the seasonal arima model using the NASA 
MODIS satellite data. The research produced an excellent 
prediction model with an RMSE value of 5.85 [15]. 

Another method in prediction techniques (time series) is the 
Autoregressive Integrated Moving Average (ARIMA) model. 
The ARIMA model is a model that completely ignores 
independent variables in forecasting [16]. ARIMA aims to 
determine an excellent statistical relationship between the 
predicted variable and the historical value of the variable so that 
forecasting can be done with the model [17]. Furthermore, the 
ARIMA model was developed into the Seasonal Autoregressive 
Integrated Moving Average (SARIMA) model. SARIMA is the 
development of the ARIMA model, which can analyze 
recurring or seasonal data patterns when time is fixed, such as 
quarterly, semi-annually, and annually. This prediction model 
aims to determine a relationship between predicted variables 
through data on the historical value of these variables so that 
predictions can be made [18]. 

In addition, several studies apply the ARIMA and SARIMA 
methods, such as research on predicting North Jakarta Sea wave 
height using machine learning by comparing ARIMA and 
SARIMA algorithms. The results of the study can be concluded 
that the ARIMA and SARIMA models made to predict the level 
of sea level rise have an excellent level of performance in 
predicting the possibility of sea level rise with a perfect 
prediction, namely the lower confidence level value of 92.78% 
[19]. Then, another study was conducted to forecast the number 
of domestic shipping passenger departures at Tanjung Perak 
port using the ARIMA and SARIMA methods. The results 
showed that analysis with the ARIMA method had a smaller 
accuracy value than analysis using the SARIMA method, which 
was 16.15% and was the best method for this forecasting [20]. 
Another study also discussed the comparison of ARIMA and 
SARIMA for crude oil price forecasting. The evaluation results 
of this study show the RMSE value of ARIMA and SARIMA 
is 1.905. Then, the forecasting results for the next seven days 
with ARIMA are 86.230003 while SARIMA is 86.260002, so 
ARIMA is better than SARIMA. The results of this study are 
expected to help policymakers make the right policies and 
decisions in using crude oil [21]. 

Based on the previous problems and some related research 
that has been mentioned, this research aims to build a prediction 
model for the number of forest and land fire hotspot occurrences 
in the West Kalimantan region using the ARIMA and SARIMA 
methods. This research has several contributions, including 
using hotspot data from the early detection information system 
for forest and land fire control (Sipongi) as a form of resource 
optimization. So far, the data is only stored in the database and 
needs to be appropriately utilized. The comparison of ARIMA 
and SARIMA methods in this study can also be used to identify 
the performance of each method in predicting the number of 
forest and land fire hotspot occurrences in West Kalimantan. 
Furthermore, analyzing the patterns and trends of hotspot 
occurrence can help develop more effective strategies for 
controlling and mitigating forest and land fires. 

II. LITERATURE REVIEW 

A. Forest and Land Fires 

Forest fires are one of the environmental problems that 
threaten forests, causing adverse environmental impacts, 
creating economic problems, and ecological damage [22]. 
Forest fires are burning events that spread freely in unplanned 
areas and use natural fuels from the forest, such as litter, grass, 
twigs, or dead tree branches [23]. There are three efforts to 
prevent forest and land fires: socialization of forest and land fire 
prevention, forest and land fire prevention patrols, and primary 
forest and land fire disaster management training [24]. 

B. Hotspot. 

Hotspots are indicators of forest fires that detect an area with 
a relatively higher temperature than the surrounding 
temperature [10]. Hotspots are points on the image (pixels or 
sub-pixels) that have very high temperatures and are associated 
with active Earth surface fires [21]. 

C. Data Mining 

Data mining combines several computer science disciplines 
defined as discovering new patterns from massive data sets, 
including methods related to artificial intelligence [26].  

D. Prediction 

Prediction is systematically estimating something that will 
happen in the future based on past and present information to 
get forecast results close to the actual results. There are two 
techniques for predicting, namely qualitative prediction 
techniques and quantitative prediction techniques [27]. 

E. Autoregressive Integrated Moving Average (ARIMA) 

Autoregressive Integrated Moving Average (ARIMA) is a 
forecasting model that produces forecasts based on synthesizing 
historical data patterns. The ARIMA method will work well if 
the data in the time series are dependent or statistically related 
[28].  

F.  Seasonal Autoregressive Integrated Moving Average 

(SARIMA)  

 Seasonal Autoregressive Integrated Moving Average 
(SARIMA) is developing the Autoregressive Integrated 
Moving Average (ARIMA) model on time series with seasonal 
patterns. The SARIMA model is denoted by ARIMA (p,d,q) (𝑃, 
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𝐷, 𝑄)𝑠. In the SARIMA model, two parts are designated by 
lowercase and capital letters, and (p,d,q) is the notation of the 
part of the model that is not seasonal. While (P, D, Q) is the 
notation of the seasonal component of the model. The power s 
is a notation for calculating the number of periods per season 
[29]. 

III. RESEARCH METHOD 

The methodology in this study adopts the process in the 
ARIMA and SARIMA model framework [30]. The central core 
of the framework consists of five stages: data collection or 
acquisition, preprocessing, model identification, model 
parameter estimation, diagnostic checking, prediction, and 
result evaluation. The research stages can be seen in Figure 1. 

 

Fig 1. Research stages 

A. Data Acquisition 

This study uses hotspot data in the West Kalimantan region. 
The hotspot data is obtained from the early detection 
information system for forest and land fire control (Sipongi)—
the dataset used from 2013 to 2022. Features or variables in the 
dataset include date, district, sub-district, village, time, satellite, 
and confidence (hotspot level). The total data obtained was 
166,980 records. 

B. Preprocessing 

After collecting the data, the next step is to preprocess the 

forest and land fire hotspot data in West Kalimantan. This 

process aims to prepare raw data that will later be used as data 

for modeling input so that the resulting model will be of higher 

quality. Thus, data preprocessing is crucial to identifying and 

removing irrelevant and redundant features. In addition, the 

implication of these conditions will reduce the dimensionality 

of the data and allow the model to operate more quickly and 

effectively. 

C. Model Identification 

In this research, model identification is carried out with 

several steps, namely as follows: 
1) They plotted the time series data to see the stationarity of 

the data, whether it is stationary either in mean or 
variance. After that, decomposing time series data into 
several sub-components is carried out to determine the 
effect of each component on the data series. Generally, 
two models are used, namely Additive Decomposition and 
Multiplicative Decomposition. 

2) In addition to data plotting, the data stationary test can use 

the Augmented Dickey-Fuller Test to see whether the 
statistical test value is lower than the critical value. Also, 
the time series data is fixed by looking at the p-value, 
whether the value is smaller than 0.05. If not, then the data 
is non-stationary. If the time series data is not stationary 
to the mean or variance, it can be fixed with the 
Differencing process. Differencing is calculating the 
change or difference in observation values [31]. The 
difference value obtained is rechecked whether it is 
stationary or not. Stationarity means that there is no 
growth or decline in the data. So, data fluctuations are 
around a constant average value, independent of time and 
variance of these fluctuations, or remain stable at all times 
[32]. The differencing equation [33] is expressed in 
equation (1). 

𝑋′𝑡 = 𝑋𝑡 − 𝑋𝑡−1   (1) 

Where: 
𝑋′𝑡 : First differencing 
𝑋𝑡 : X value at order t 
𝑋𝑡−1 : X value at order t-1 

3) Once the data is stationary, then use the Autocorrelation 
Function (ACF) and Partial Autocorrelation Function 
(PACF) plots to identify the model. This step is done by 
placing seasonally patterned data by specifying the ACF 
plot and PACF plot to determine the order of the model 
used. 

D. Model Parameter Estimation 

At this stage, the parameters of Moving Average (MA), 

Autoregressive (AR), seasonal, and non-seasonal are estimated, 

and the significance of each parameter is tested. If there is a 

model whose parameters are not significant, it is declared not 

to pass the test. Each insignificant parameter will be eliminated 

to obtain a model with substantial parameters.  

E. Diagnostic Checking 

Diagnostic Checking testing in this study determines 

whether the model used is suitable and feasible for forecasting. 

The appropriate conjecture model has properties like the 

original data. This test is carried out by conducting a white noise 

diagnostic test and a standard distribution test using model 

diagnostics. The best model is that the residuals obtained are 

expected to have white noise properties, namely residuals that 

follow a normal distribution. 

F. Prediction 

In this research, the prediction stage is carried out with two 
models, namely ARIMA and SARIMA. The ARIMA model is 
a time series analysis approach using autocorrelation and time 
series residual variation. The ARIMA model arrangement 
consists of Autoregressive (AR), Moving Average (MA), and 
Integrated (I) models. Integrated shows the value of the 
differencing order of data from non-stationary to stationary. 
The general form of the ARIMA model [34] is expressed in 
equation (2). 

Φ𝑝 (𝐵)𝛻𝑑𝑌𝑡 = 𝜉 +  𝛩𝑞 (𝐵) 𝜀𝑡  (2) 

Dimana: 
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Φ𝑝  : Autoregressive parameters  

𝐵 : Backward sliding operator 
d : Differencing Parameter  
𝑌𝑡 : Observation value at time t 
𝜉 : Constant parameters 
𝛩𝑞 : Moving average parameters 

𝜀𝑡 : Residual value (error) 

Meanwhile, the SARIMA model uses time series data to 
identify patterns in past historical data and estimate future 
variables. The SARIMA (p,d,q) (P,D,Q)s model equation with 
mean where p,d,q, P, D, and Q are integers and (s) is 
periodicity. The general form of the ARIMA model is 
expressed in equation (3). 

Φ𝑝 (𝐵𝑠)Φ𝑝 (𝐵)(1 − 𝐵)𝑑(1 − 𝐵𝑠)𝐷𝑌𝑡 = 𝛩𝑞(𝐵)𝛩𝑞(𝐵𝑠)𝜀𝑡  (3) 

Where: 
Φ𝑝 (𝐵) : Non-seasonal autoregressive level 

Φ𝑝 (𝐵𝑠) : Seasonal autoregressive rate 

(1 − 𝐵)𝑑 : Non-seasonal differencing level  
(1 − 𝐵𝑠)𝐷 : Seasonal differencing level 
𝛩𝑞(𝐵) : Non-seasonal moving average 

𝛩𝑞(𝐵𝑠) : Seasonal moving average 

𝑌𝑡  : Actual data t-th 

𝜀𝑡 : t-period error 

 

 

One of the reasons for using the ARIMA and SARIMA 

methods in this research is that these methods have been widely 

applied and researched in various fields, such as research 

related to the prediction of North Jakarta Sea wave height using 

machine learning with the comparison of ARIMA and 

SARIMA algorithms. The results of the study can be concluded 

that the ARIMA and SARIMA models made to predict the level 

of sea level rise have an excellent level of performance in 

predicting the possibility of sea level rise with a perfect 

prediction, namely the lower confidence level value of 92.78% 

[19]. Then, another study was conducted forecasting the 

number of domestic shipping passenger departures at Tanjung 

Perak port using the ARIMA and SARIMA methods. The 

results showed that analysis with the ARIMA method had a 

smaller accuracy value than analysis using the SARIMA 

method, which was 16.15% and was the best method for this 

forecasting [20]. Another study also discussed the comparison 

of ARIMA and SARIMA for crude oil price forecasting. The 

evaluation results of this study show the RMSE value of 

ARIMA and SARIMA is 1.905. Then, the forecasting results 

for the next seven days with ARIMA are 86.230003 while 

SARIMA is 86.260002, so ARIMA is better than SARIMA. 

The results of this study are expected to help policymakers 

make the right policies and decisions in using crude oil [21].  

Then, the advantage of the ARIMA and SARIMA methods 

compared to other prediction methods or models is that the 

ARIMA model completely ignores independent variables in 

forecasting [16]. ARIMA aims to determine an excellent 

statistical relationship between the predicted variable and the 

historical value of the variable so that forecasting can be done 

with the model [17]. Furthermore, the ARIMA model was 

developed into a Seasonal Autoregressive Integrated Moving 

Average (SARIMA) model. SARIMA is developing the 

ARIMA model to analyze recurring or seasonal data patterns 

when time is fixed, such as quarterly, semi-annually, and 

annually. This prediction model aims to determine a 

relationship between predicted variables through data on the 

historical value of these variables so that predictions can be 

made [18]. Based on several previous studies and the 

advantages of these methods, this study uses the ARIMA and 

SARIMA methods to predict the number of forest and land fire 

hotspot occurrences in West Kalimantan. 

G. Evaluation of Results 

Evaluate the results of forecasting that has been done. The 

forecasting results will be a graph predicting the number of 

future hotspot occurrences in the West Kalimantan region. Use 

Mean Squared Error (MSE) and Root Mean Squared Error 

(RMSE) for system testing. This test is carried out to analyze 

whether the system is running well or still needs updating so 

that the system can be by the needs. As for MSE can be 

calculated by equation (4). 

𝑀𝑆𝐸 =  ∑
(𝐴𝑡−𝐹𝑡)

𝑛

𝑛
𝑡=1   (4) 

 

 

Meanwhile, the RMSE can be calculated with equation (5). 

R𝑀𝑆𝐸 =  √∑
(𝐴𝑡−𝐹𝑡)2

𝑛

𝑛
𝑡=1   (5) 

Where: 
A𝑡  : Original data value 
𝐹𝑡 : Forecasting data value 

n : Amount of data 

Mean Squared Error (MSE) is the average squared error 

between actual and forecasting values. The Mean Squared Error 

method is generally used to check the estimation of how much 

the error value is in forecasting. Meanwhile, the Root Mean 

Squared Error (RMSE) obtains the error rate of the forecasting 

results. MSE or RMSE, if the results obtained are smaller or 

closer to zero, the prediction results will be more accurate. If 

the results obtained are equal to zero, then the prediction results 

are perfect. 

IV. RESULTS AND DISCUSSION 

This section discusses the results of each stage described in 
the previous section, starting from the data collection stage, 
preprocessing, transformation (differencing), model 
identification, model parameter estimation, diagnostic 
checking, and prediction and evaluation of results. 

This study has several limitations, namely the data variables 
used in predicting the number of hotspot occurrences, namely 
patrol dates and the number of hotspot occurrences. Meanwhile, 
the data source is limited to data obtained from the Early 
Detection Information System for Forest and Land Fire Control 
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(Sipongi). The limitation of the case study area used in West 
Kalimantan is that this research only compares ARIMA and 
SARIMA methods, so it is not compared with other algorithms. 

A. Data Acquisition 

This study uses hotspot data in the West Kalimantan region. 
The hotspot data is obtained from the early detection 
information system for forest and land fire control (Sipongi). 
The dataset used is time series data from 2013 to 2022. Features 
or variables in the dataset include date, district, sub-district, 
village, time, satellite, and confidence (hotspot level). The total 
data obtained was 166,980 records. The details of the hotspot 
dataset can be seen in Fig 2. 

 

Fig 2. West Kalimantan hotspot dataset 2013-2022 

B. Preprocessing 

1) Missing Value Handling 

After collecting the data, the next step is to preprocess the 

forest and land fire hotspot occurrence dataset in West 

Kalimantan. Preprocessing is done by checking and removing 

missing values. The results of checking missing values can be 

seen in Fig 3. 

 

Fig 3. Result of checking missing values dataset 

 The check results obtained missing values in the sub-district 
variable as much as 15 data and in the village variable as much 
as 14. Therefore, the missing values can be handled by deleting 
the data rows containing missing values, and the results can be 
seen in Fig 4. 

 

Fig 4. Results of handling missing values dataset 

 Missing values handling is done by deleting data in empty 
rows or columns (null) so that the amount of data decreases 
after handling missing values to 166,965 records. As for seeing 
the details of the data frame data after holding missing values, 
it can be seen in Fig 5. 

 

Fig 5. Dataset of missing value handling results 

2) Data Integration 

Furthermore, data integration is carried out by checking 

and changing the data type, sorting data based on district 

variables, date, and confidence (hotspot level), grouping the 

number of hotspot events, and grouping hotspot data based on 

date, month, and year. Based on this process, 120 records 

were generated with two variables, namely date (index 

variable) and count (hotspot count variable). The results of 

data integration can be seen in Fig 6.  

 

Fig 6. Datasets resulting from the data integration stage 

C. Model Identification 

Several processes will be carried out in the model 
identification stage, such as making time series plots, 
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performing the Augmented Dickey-Fuller Test stationary test, 
and making ACF and PACF plots. This identification aims to 
get the best model that matches the available data, namely West 
Kalimantan Forest and land fire hotspot data. 

1) Create a time series plot. 

 Make a time series plot to see the data's stationarity in 
mean or variance. Then, the data is used to decompose the 
components in the time series data. The results of the time 
series plot can be seen in Fig 7. 

 

Fig 7. Time series plot of the hotspot dataset 

 The resulting time series plot results show that the mean 
and variance of hotspots are not constant throughout 2013-
2022, so the hotspot data is not stationary in mean and 
variance.   

 After seeing the trend of the data from the time series plot, 
decompose the data, which aims to decompose the time series 
data into several components or identify seasonality and 
trends from a series of data. The results of the hotspot dataset 
decomposition can be seen in Figs. 8 and 9. 

 

Fig 8. Additive decomposition plot of data hotspots 

 

Fig 9. Multiplicative decompose plot of hotspot data 

 The results of additive decomposition and multiplicative 
decomposition explain the trend component related to the 
fluctuation of the data; the seasonal part shows the recurring 
pattern of variation that occurs in the hotspot data, and the 
residual component shows the remaining noise from the 
hotspot data. The three members explain the fluctuations of 
non-stationary time series data. 

2) Augmented Dickey-Fuller Test 

  They are using the Augmented Dickey-Fuller Test to see 

the value of the test statistic, whether it is lower than the 

critical value or not. Also, by looking at the p-value, whether 

the value is smaller than 0.05 so that the time series data can 

be said to be stationary; otherwise, the data is non-stationary. 

Based on the time series plot and decomposed data, it is 

concluded that the data is non-stationary. This is evidenced by 

the ADF test value, namely the p-value, with a value of 

0.4567. The results' data plot and ADF value before 

differencing can be seen in Figs. 10 and 11.  

 

Fig 10. Plot of data before differencing 

 

Fig 11. ADF test results before differencing 

 The next stage of differencing is calculating the change or 
difference in observation values. In this study, differencing 
was done twice to make the data stationary. The plot of 
differencing results can be seen in Fig 12 and Fig 13. 
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Fig 12. Data plot after first differencing 

 

Fig 13. Data plot after second differencing 

The ADF test value after differencing is the p-value with a 
value of 0.046. Based on these results, it can be concluded that 
the hotspot data shows stationary data. 

 

Fig 14. ADF test results after differencing 

3) Autocorrelation Function (ACF) and Partial 

Autocorrelation Function (PACF) 

ACF and PACF plots after the data is stationary, and the 

next step is to identify seasonally patterned data by specifying 

the ACF plot and PACF plot to determine the order of the 

model used. 

a) Autocorrelation Function (ACF) 

The ACF plot is used to identify the order of the 

Moving Average (MA) model. This study aims to see the 

stationarity of the data in the mean. In Fig 15, it can be 

seen that lags 1, 2, 3, 11, 12, and 13 pass through the 

confidence interval. These results explain that there is still 

autocorrelation, and the data is not stationary in the mean. 

In Fig 16, it can be seen that the lags are already relatively 

in the confidence interval, so the data is more stationary 

compared to the previous ACF plot. 

 

Fig 15. ACF plot results before differencing 

 

Fig 16. ACF plot results after differencing 

b) Partial Autocorrelation Function (PACF) 
 The PACF plot is used to identify the Autoregressive 
(AR) model. In Fig 17, it can be seen that lags 1, 2, and 14 
cross the confidence interval. These results explain that 
there is still autocorrelation, and the data is not stationary 
in the mean. In Fig. 18, it can be seen that the lags are 
already relatively in the confidence interval, so the data is 
more stationary compared to the previous PACF plot. 

 

Fig 17. PACF plot results before differencing  

 

Fig 18. PACF plot results after differencing 

D. Estimasi Parameter Model 

At this stage, MA, AR, seasonal, and non-seasonal 

parameters are estimated, and the significance of each 

parameter is tested. If there is a model whose parameters are not 

significant, it is declared not to pass the test. For determining 

model parameters for either ARIMA or SARIMA, the 

information criteria commonly used in selecting ARIMA 

models are the Akaike Information Criterion (AIC) and the 

Bayesian Information Criterion (BIC). Parameter estimates for 

ARIMA and SARIMA are as follows. 
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The ARIMA model significance test results can be seen in 

Fig. 19 shows that there is only one significant ARIMA model, 

namely the ARIMA (0, 1, 1) model.  

 

Fig 19. Parameter Estimation of ARIMA Model 

 The significance test results in Figure 20 show only one 
significant SARIMA model, namely the SARIMA (0, 1, 1) (2, 
2, 1, 12) model. Based on these results, it can be concluded that 
the best possible model of the ARIMA method is the ARIMA 
(0, 1, 1) model, while the best model of the SARIMA method 
is the SARIMA (0, 1, 1) model (2, 2, 1, 12). 

 

Fig 20. Parameter Estimation of SARIMA Model 

E. Diagnostic Checking 

After the ARIMA and SARIMA models have their 

parameters estimated, the next stage is diagnostic checking to 

determine whether the model is suitable and feasible for 

forecasting. 

Fig 21 is the result of diagnostic checking on the ARIMA 

model by looking at the residuals and density plots. A good 

ARIMA model is when there is no accumulation of residual 

plots. A good ARIMA model is also when the density graph is 

bell-shaped around the value of 0 on the X-axis. 

 

Fig 21. Diagnostic check results of the ARIMA model 

Diagnostic checking is also carried out on the SARIMA 

model. In Fig 22, the SARIMA model is checked by looking at 

four graphs. The standardized residual plot in this study 

explains the fluctuation of hotspot data around the average 

value of 0 (zero). The second plot is the histogram density, 

which shows the normal distribution of the hotspot data. Then, 

the correlation plot shows a normal linear distribution that 

follows a linear line. The last plot is the ACF plot, which shows 

that no lag passes through the confidence interval, so the data is 

stationary in the mean. 

 

Fig 22. SARIMA model diagnostic checking results 

F. Prediction  

After diagnostic checking, the next step is to perform 

forecasting on each model obtained by comparing the predicted 

value with the real (actual) value of the time series data, which 

can help the accuracy of the forecast.  

 Predictions are made using test data on the ARIMA model 
and SARIMA model. Predictions are made to determine the 
alignment between actual data and predicted data. Figures 23 
(ARIMA model prediction) and 24 (SARIMA model 
prediction) show that the expected data fluctuations are similar 
to the actual data fluctuations. Although there are several 
various hotspot occurrences, they are not too significant. So, the 
ARIMA (0, 1, 1) and SARIMA (0, 1, 1) (2, 2, 1, 12) models can 
be maximally used for predicting hotspot occurrence. 
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Fig 23. Prediction results of ARIMA model test data 

 

Fig 24. SARIMA model test data prediction results 

Furthermore, forecasting is carried out using training data 
on the ARIMA and SARIMA models. Forecasting in this study 
was carried out to see the trend of forecasting data results for 
the next year, namely from 2022 to 2023, based on training data. 
Fig 25 (ARIMA model forecasting) and Fig 26 (SARIMA 
model prediction) show a downward trend at the beginning, 
then a decrease in the middle, and a decrease again at the end 
of 2023. Based on these results, it is concluded that the highest 
occurrence of hotspots is in the middle of 2023, so forest and 
land fires can be prevented. 

 

Fig 25. ARIMA model training data forecasting results 

 

Fig 26. SARIMA model training data forecasting results 

 The graphs in Fig 25 and Fig 26 are visualizations of 
forecasting for the next year, namely 2023. In this research, 
forecasting is carried out monthly because the data is daily but 
must be combined into months.  

 Furthermore, Fig 27 shows the value of the ARIMA model 
forecasting results. The value of the ARIMA model forecasting 
results is seen from 2020 to 2021. The lowest occurrence of 
hotspots was seen in the five months of 2020, then experienced 
the highest increase in month 1 of 2021 and dropped again in 
month 11 of 2021. Meanwhile, Fig 28 is the value of the 
SARIMA model forecasting results. The value of the ARIMA 
model forecasting results is seen from 2020 to 2021. The lowest 
occurrence of hotspots was seen in month 1 of 2020, then 
experienced the highest increase in month 1 of 2021 and 
dropped again in month 10 of 2021. Based on the value of the 
forecasting results, it can be used as a reference in preventing 
forest and land fires in that period. 

 

Fig 27. ARIMA model forecasting result value 

 

Fig 28. SARIMA model forecasting result value 
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G. Prediction Model Evaluation 

The last stage after prediction is to evaluate the results of 
forecasting that has been done. Model testing is carried out 
using the calculation of Root Mean Square Error (RMSE) and 
Mean Squared Error (MSE). Root Mean Square Error (RMSE) 
is a method used to measure the error of the results of a 
prediction. A small RMSE value indicates a prediction result 
close to the actual value (the smaller the RMSE value, the 
higher the prediction accuracy) [35]. Meanwhile, Mean Square 
Error (MSE) is a parameter in forecasting that tests the accuracy 
of the forecasting results that have been carried out. The smaller 
the MSE value, the more accurate the forecasting results are 
[36]. In this study, the ARIMA model obtained an MSE value 
of 43.70 and an RMSE of 6.61. 

Meanwhile, the SARIMA model obtained an MSE value of 
58.05 and an RMSE of 7.61. Based on the results of this 
comparison, it can be concluded that the ARIMA (0, 1, 1) model 
is best for predicting the occurrence of hotspots of forest and 
land fires in the West Kalimantan region. The details of the 
model evaluation results can be seen in Table 1. 

Table 1. Evaluation of ARIMA and SARIMA prediction models 

Metode ARIMA SARIMA 

MAP 43,70 58,05 

RMSE 6,61 7,61 

V. CONCLUSIONS 

Based on the modeling that has been done to predict the 

number of forest and land fire hotspot occurrences in the West 

Kalimantan region, the best models are ARIMA (0,1,1) and 

SARIMA (0,1,1) (2,2,1)12 models. The ARIMA's Root Mean 

Square Error (RMSE) evaluation result is 6.61, while SARIMA 

is 7.61. Meanwhile, ARIMA's Mean Squared Error (MSE) 

evaluation value is 43.70, and SARIMA is 58.05. Therefore, the 

ARIMA model performs well in predicting the occurrence of 

hotspots with a smaller RMSE value than SARIMA. Then, the 

highest average event of hotspots in the West Kalimantan 

region occurs in the mid-year period so that it can be used as a 

reference in preventing forest fires that are more effective and 

efficient in that period.  

The suggestions for further research development are 

expected to add weather and temperature factors in predicting 

the number of hotspot occurrences in the future. In addition, 

further research can also be compared with other time series 

algorithms to increase the accuracy of the model. Then, in the 

future, the prediction model for the number of hotspot 

occurrences can be applied to the Early Detection Information 

System for Forest and Land Fire Control (Sipongi) so that it will 

help control forest and land fires effectively. 
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