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Abstract— The need to enhance library services is the focus of 

this study, which relies on user feedback for data-driven decision-

making. Text data from library user surveys conducted at 

Politeknik Caltex Riau (PCR) is analyzed to categorize sentiment 

and identify areas for improvement. The biannual student and 

lecturer feedback collected from 2018 to 2023 through the 

institution's official survey system (survey.pcr.ac.id) is utilized, 

providing a comprehensive and robust picture of user needs across 

five years. Sentiment analysis is employed using the VADER 

method to classify user comments into positive or negative 

categories. Text preprocessing techniques, such as stemming, 

tokenizing, and filtering, are performed to ensure robust 

classification. Machine learning algorithms – Naïve Bayes, 

Support Vector Machine (SVM), and Random Forest – are then 

utilized to evaluate sentiment classification accuracy. The study 

offers significant findings. Both SVM and Random Forest achieve 

an outstanding accuracy of 99%, indicating highly reliable 

sentiment categorization. Notably, these algorithms also achieve 

100% precision, recall, and F1-score, demonstrating their 

effectiveness in accurately identifying positive and negative user 

sentiment. While Naïve Bayes shows slightly lower accuracy at 

98%, it maintains a high recall rate (100%), ensuring all negative 

feedback is captured. This research presents a novel approach 

combining user sentiment analysis with a comprehensive five-year 

dataset. This enables a deeper understanding of evolving user 

needs and priorities. The high accuracy and effectiveness of the 

employed algorithms highlight the potential of this methodology 

for libraries. Libraries can leverage user feedback for evidence-

based service improvement and increased user satisfaction. 

Keywords— Sentiment Analysis; Vader Lexicon; Random Forest, 

Naïve Bayes, Library Opinion 
 

I. INTRODUCTION  

One method used to examine user comments, feedback, 

answers, and recommendations is sentiment analysis. Because 

of unstructured data and many linguistic variances, this process 

might be complex. The results of sentiment analysis can 

identify particular sentiments and emotions, such as happiness, 

sadness, or rage, in addition to identifying whether a comment 

is good, negative, or neutral. As a result, sentiment analysis is 

widely used to improve performance in a variety of industries, 

especially business. 

To further improve services, the Perpustakaan 

Politeknik Caltex Riau (PCR) is making one such performance 

optimization initiative. PCR keeps improving its facilities and 

services as part of these initiatives, which include growing its 

library of books, course materials, and journals. In order to 

provide cross-collection services, partnerships with libraries 

from other universities are also sought. Furthermore, the French 

area of PCR's library includes basic information about France 

as well as insights into French culture. PCR added the Bank 

Indonesia Corner as a new facility in 2019. Nevertheless, PCR's 

statistical data on library patrons and book-borrowing members 

indicates a negligible rise in spite of these initiatives. According 

to infographic data from 2020, 2021, and 2022 (as seen in 

Figure 1), the number of visitors decreased in 2023, while the 

small number of visitors in 2021 was ascribed to distant 

learning practices. 

 

Figure 1 Number of Visits to PCR Library 

 

 

Figure 2 Number of Visits to PCR Library by Prodi 

Currently, library patrons send suggestions—like adding 

book collections to the library—directly to the manager for 

prompt consideration, such as through email. The manager can 

immediately address these suggestions by giving library patrons 

a Google form to complete about which books should be 

budgeted for next year's purchase. However, this approach is 
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limited to some library patrons, particularly students. They feel 

more at ease using the feedback mechanism to provide ideas 

and comments. 

This project will do sentiment analysis based on user 

comments about the library's resources and services in order to 

help improve library services. The goal of this sentiment study 

is to determine how users feel about the facilities and services 

offered by PCR's library so that improvements can be made. 

The VADER approach will be used to analyze the sentiment of 

textual user comments about PCR's library. By using 

evaluations from the dictionary to simulate human judgments, 

VADER (Valence Aware Dictionary for Sentiment Reasoning) 

will categorize data according to the compound value acquired. 

This project will do sentiment analysis based on user 

comments about the library's resources and services in order to 

help improve library services. The goal of this sentiment study 

is to determine how users feel about the facilities and services 

offered by PCR's library so that improvements can be made. 

The VADER approach will be used to analyze the sentiment of 

textual user comments about PCR's library. By using 

evaluations from the dictionary to simulate human judgments, 

VADER (Valence Aware Dictionary for Sentiment Reasoning) 

will categorize data according to the compound value acquired. 

A study on Sentiment Analysis of Ciletuh Geopark 

Tourist Destinations using VADER was carried out in 2022 by 

[4] and associates, and the classification of more than 75% 

favorable sentiment was the outcome. Using a lexicon-based 

approach on Twitter, Putri Amira et al. conducted another study 

in 2021 on the sentiment analysis of COVID-19 vaccinations in 

Indonesia. They found that over 20% of respondents had 

favorable sentiments and 44.36% had neutral sentiments. As a 

result, it was concluded that the public's attitude about COVID-

19 vaccinations was neutral. Furthermore, Dicky Abimanyu 

and colleagues' 2022 study, Sentiment Analysis of Twitter 

Accounts in Apex Legends using VADER, produced a 

classification accuracy of 65.2% across 500 test samples, with 

18% of the feelings being positive, 4.8% being negative, and 

77.2% being neutral.  Text classification, another name for 

sentiment analysis, is a broad field. It entails examining textual 

input to determine whether it contains neutral, negative, or 

positive attitudes. [5] [6]. Sentiment analysis of Twitter data, 

product reviews, and student evaluations of lecturers' 

performance have all been studied in relation to Indonesian text.  

According to [7] book, the text preprocessing stage aims 

to Choose which data to clean. This phase includes filtering, 

normalization, tokenization, and transformation. Case folding, 

lowercase letter conversion, stopword removal (removing 

unnecessary words), and emoticon removal (removing 

emoticons from sentences) are other common preprocessing 

techniques. One technique used as a model for sentiment 

analysis is the Valence Aware Dictionary and Sentiment 

Reasoner (VADER) book [8]. It can use the existing lexical data 

to determine data diversity based on intensity. E. Hutto claims 

that the VADER technique is categorized using a human-

centric approach that combines empirical validation with 

quantitative analysis, utilizing human judgment and wisdom. 

By assigning "negative," "positive," and "neutral" labels to 

phrases or sentences, VADER's lexical dictionary evaluates 

their mood. The entire statement is given a score by the lexical 

dictionary, which assesses words according to their sentiment 

category. 

 

Figure 3 Polarity Score Process 

 

To determine the polarity class of feelings, VADER will 

use lexical data from the NLTK server. It will then aggregate 

the 'compound' attribute from every available word to calculate 

the polarity of the sentence. "Positive" results are those with a 

compound score greater than 0.5; "neutral" results are those 

between -0.5 and 0.5; and "negative" results are those with a 

compound score less than -0.5.[9][10] 

A confusion matrix is an evaluation tool for determining 

the efficiency or accuracy of the categorization process. Among 

the metrics used are F-measure, accuracy, recall, and precision 

[11]. Recall: Indicates the proportion of expectedly positive 

feedback data that were actually classified as such. Recall is 

equal to TPTP+FN. Precision: Indicates the percentage of 

feedback data correctly recognized as positive out of all data 

thus labeled. Precision is TPTP+FN. Accuracy: Shows how 

many feedback data points were accurately categorized 

(identified as positive or negative). TP+TNTP+FN+FP+FN = 

Accuracy. F1-Score: Shows the precision and recall harmonic 

mean. F1 Score = FN+FN+2TP2TP. [12] 

Following data labeling, data modeling is carried out 

using classification techniques such as Random Forest, SVM, 

and Naïve Bayes. Because of its probabilistic methodology, the 

Naïve Bayes Algorithm is a popular option for sentiment 

analysis classification. Assuming independence between every 

pair of class variables, this supervised learning algorithm uses 

the Naïve Bayes approach [13]. applying the Bayes theorem. 

The fundamental algorithm used by Naïve Bayes is shown in 

the following: 

P(A∣B)=P(B)P(B∣A)×P(A)                 (1) 

where this probability is represented by P(A∣B). Whereas 
(P(A) and (P(B)) represent the probabilities of A and B 
happening separately, (P(B∣A) represents the likelihood of B 
happening with evidence of A.  

The random forest algorithm is used for regression and 
classification. It works by creating a large number of decision 
trees during training and using the individual trees to determine 
the class mode (for classification) or average prediction (for 
regression) [14]. The durability, versatility, and ability to 
handle large datasets while reducing the risk of overfitting make 
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this ensemble technique highly regarded [15] [16][17]. Support 
Vector Machines, or SVMs, are a reliable supervised learning 
method used for regression and classification tasks [18]. Its 
basic idea is to maximize the margin between data points in 
order to determine the optimal hyperplane for classifying them 
into discrete groups or for predicting continuous outcomes in 
regression. High-dimensional data can be handled effectively 
with SVM [19]. This template gives authors the formatting 
guidelines they need to create electronic copies of their papers. 
It was altered in Microsoft Word 2007 and saved as a "Word 
97-2003 Document" for the PC. For three reasons, all standard 
paper components have been specified: (1) they are simple to 
use when formatting individual papers; (2) they automatically 
comply with electronic requirements, which makes it easier to 
produce electronic products later on or concurrently; and (3) 
they maintain style consistency throughout conference 
proceedings. There are built-in margins, column widths, line 
spacing, and type styles. Type style samples are given 
throughout the document and are indicated by italics in 
parentheses after the example. While many table text styles are 
offered, other elements—like multi-leveled equations, images, 
and tables—are not required. These components must be 
created by the formatter while taking into account the relevant 
criteria listed below. 

Although user sentiment analysis has been the subject of 
numerous studies in various fields, additional work is required 
to adapt lexicon-based and hybrid machine learning techniques 
to the unique setting of libraries. Previous studies have focused 
on lexicon-based approaches or conventional machine-learning 
techniques [20], ignoring the potential for synergy [21]. 
Additionally, rather than thoroughly examining the range of 
data sources accessible inside the library setting, studies 
investigating user sentiment trends in libraries have frequently 
been limited to particular features, such as social media 
interactions or feedback forms [22]. This research gap offers a 
chance to contribute significantly to the field by creating a 
thorough framework that integrates the advantages of hybrid 
approaches to better understand user sentiments and obtain 
deeper insights into the dynamics of user sentiment within 
libraries. 

II. METHODOLOGY 

The following steps will be taken when utilizing 

VADER to do sentiment analysis on library user comments:

 

Figure 4 Research Methods 

To begin this investigation, datasets from the survey 

were gathered using the research methodology shown in Figure 

4.data from the pcr.ac.id website covering the years 2018–2023, 

totaling around 8,500 data points. Time-related data, program 

study specifics, and text-formatted feedback data were among 

the information gathered. To improve data purity and guarantee 

higher accuracy, a preprocessing step was then carried out. 

Using Tableau Prep Builder, the preparation included tasks like 

cleaning up the text feedback by deleting excessive spaces, 

deleting punctuation, changing the text to lowercase, fixing 

inconsistent wording, etc. 

The Python programming language was then used to 

carry out additional preprocessing. Transformations, 

tokenization, normalization, stop word elimination, and 

sentence structure enhancements were all part of this phase. 

Sentiment analysis using rule-based VADER will be applied to 

cleaned data. Sorting sentiment into positive and negative 

categories is the aim. In order to rate texts on a scale from -1 

(extremely negative) to 1 (positive), with 0 denoting neutrality, 

VADER will be executed using Python programming to 

determine sentiment polarity class. A compound score that 

ranges from -1 (most negative) to 1 (most optimistic) is the 

outcome of the final polarity computation. The information and 

procedures in sentiment analysis and text processing relate to 

building a backend for the intended application.[9].  

Three machine learning algorithms will then be used to 

group the outcomes of the labeling process for both positive and 

negative feelings. Random Forest, SVM, and Naïve Bayes are 

the algorithms used. The Confusion Matrix will be used to 

validate the correctness of the modeling results produced by 

these three algorithms. To aid with interpretation, the analysis's 

findings will be graphically represented. Different kinds of 

graphs designed to meet particular requirements will be 

employed. The dashboard representation that is produced will 

be front-end web-based. 

III. RESULT AND DISCUSSIONS 

This section, which consists of multiple sections, will 

address the findings and analytical results based on the study 

methodology that was carried out.:  

3. 1. Data Collection  

Based on the library's feedback category, the 

survey.pcr.ac.id system provided the data. For data cleansing 

purposes, the data was then saved in Excel format. Faculty and 

student feedback processes are facilitated by the 

survey.pcr.ac.id system, which evaluates service performance 

in all departments on the Politeknik Caltex Riau campus, 

including the library department. Approximately 7693 items 

from four years—2018, 2021, 2022, and 2023—make up the 

data used in this study. Due to the COVID-19 epidemic, which 

caused classes and library visits to be suspended, data from 

2019 and 2020 were not used.. 

3.2 Pre-processing  

The results of each step in the pre-processing phase are 

described below. During the data cleaning process, a number of 
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tasks were carried out, such as converting text into lowercase, 

tokenizing or simplifying words to their base forms, segmenting 

text into individual units, and eliminating unnecessary words. 

 

Figure 5 Cleansing Process 

In order to clean text data by eliminating certain 

elements including HTML tags, punctuation, non-ASCII 

characters, and text enclosed in square brackets, this code uses 

a Python script for text preprocessing operations. 

3.3 Punctuation removal 

This step is used to remove punctuation in order to 

highlight specific words in a statement. In literary 

representation, punctuation has little bearing on meaning. 

Additionally, this step improves text representation consistency 

[23]. 

 

This approach involves substituting an empty character for each 

character other than letters, digits, or spaces. As a result, this 

stage's final output only includes letters, numbers, and spaces.. 

Lowercase 

In order to maintain consistency during text analysis, 

lowercasing is the process of changing text into lowercase 

characters. In order to reduce the discrepancies in text 

representation, this step is essential [14]. The process involves 

utilizing a lambda function that breaks the text up into 

individual words, lowercases each word, and then uses the join 

command to bring these altered words back together. The 

Python syntax that demonstrates this procedure is shown below. 

 

3.4 Stop Words Removal 

Through this procedure, words like "the," "and," "is," and 

others that don't significantly add to a sentence's content are 

removed. It helps to improve data consistency, computational 

efficiency, and noise reduction [15]. Creating a variable to hold 

a list of English stop words and coming up with a method to 

distinguish between words that are on the list and those that are 

not are among the stages involved. Words that do not fit into 

the category of stop words are kept, while those that do are 

eliminated [16]. 

 

3.5 Spelling Correction 

The process of locating and fixing spelling mistakes or 

inaccuracies that arise in a document is known as spelling 

correction.[24] This procedure could entail using dictionaries, 

statistical patterns, or language norms to replace misspelled 

words with their proper equivalents. Correcting typographical 

or spelling errors is the main goal of spelling correction, which 

also aims to increase the text's accuracy and readability.[25] 

 

3.6 Lemmitization 

Lemmatization is a method for converting text into its root 

or base forms so that word variants are consistent. By 

decreasing the dimensionality of data or feature space and 

increasing the accuracy of sentiment outputs, this approach is 

essential to sentiment analysis [17]. Furthermore, 

lemmatization is helpful when dealing with words that are non-

standard or exist as abbreviations [18]. 

 

 

The technique of lemmatization, which uses WordNet 

resources from NLTK to break words and convert them into 

their root forms, is explained in the text.. 

Labeling  

In this work, researchers automatically labeled text data 

using VADER, a Python sentiment analysis program. The data 

had to be translated into English first, though, because VADER 

can only be used with English sentences. Both positive and 

negative data classes are taken into account in the investigation. 

As seen in Figure 6, 7839 data were classified as positive and 

123 as negative based on the labeling results. 

 

Figure 6. Labelling Process 

Two categories are produced by the labeling process: 

positive and negative. Ninety-eight percent fall into the good 

category, and two percent fall into the negative. The negative 

sentiment is expressed through suggestions for improving the 

library, like expanding the collection of books, improving the 



 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 13, Nomor 03, PP 311-317 
 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v13i3.2217, Copyright ©2024 

Submitted : July 16, 2024 , Revised : August 30, 2024, Accepted : September 11, 2024, Published : November 19, 2024 

315 

 

functionality of the website, and resolving fine management. 

 

Figure 7.  Sentiment Result 

 

Modelling with Classification Techniques 

For all phases of data processing in this study—from 

preprocessing to data sharing, modeling using classification 

techniques, testing, and accuracy measurement—we used the 

Python programming language. When the data is ready, we 

separate it into training and testing data, identify the data 

column and target column, and create data vectors for 

classification in order to get ready for modeling. 

A total of 8253 data texts were gathered for the study and 

validated using cross-validation. During the investigation, the 

Confusion Matrix was used with the Random Forest, SVM, and 

Naïve Bayes algorithms to quantify accuracy. 7962 data points 

were left for testing using the Naïve Bayes, SVM, and LSTM 

algorithms after the data was cleaned using Case Folding, 

Stemming, Tokenizing, and Stopword Removal. Python was 

the language utilized for all aspects of data processing, 

including modeling, accuracy measurement, and pre-

processing. Below is an explanation of the three algorithms' 

outcomes. 

[13] [26] Naïve Bayes Algorithm Figure 6 illustrates how 

to apply the Multinomial Naïve Bayes method, which is part of 

the Naïve Bayes algorithm from the sklearn library, to data 

modeling in the Python language.  

 

Figure 8. Naïve Bayes Algorithm  

Our accuracy rate with the Naive Bayes Model was 98%. 

Here are the specifics: There were 1 false negative, 25 real 

negative, and 1567 true positives. 

 

Figure 9. Accuracy Result using Naïve Bayes Model 

[27] SVM Algorithm Linear SVC is the method used for 

modeling using the SVM technique. The SVM algorithm in the 

sklearn library includes the Linear SVC technique. Figures 10 

and 11 show the outcome of modeling using the support vector 

machine approach. 

 

Figure 10. Confusion Matrix using SVM Model 

Using the SVM model, we were able to achieve 99% 

accuracy. The following are the specific findings: There were 

seven false positives, one false negative, 18 genuine negatives, 

and 1567 real positives. Algorithm for Random Forest: [16] A 

machine learning method called the Random Forest algorithm 

creates several decision trees while being trained. The mean 

prediction for regression of the individual trees or the mode of 

the classes for classification are the next outputs. Figure 11 



 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 13, Nomor 03, PP 311-317 
 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v13i3.2217, Copyright ©2024 

Submitted : July 16, 2024 , Revised : August 30, 2024, Accepted : September 11, 2024, Published : November 19, 2024 

316 

 

provides an illustration of this procedure. 

 

Figure 11. Confusion Matrix using Random Forest Model 

We achieved 99% accuracy after using the Random Forest 

model. The following are the specific findings: There were 13 

false positives, 2 false negatives, 12 true negatives, and 1566 

real positives. 

Comparison of Accuracy  

The study assessed three approaches using criteria 

including F-1, recall, accuracy, and precision. It was discovered 

that the combination of SVM and Random Forest had the 

greatest accuracy at 99%, with 100.00% precision, recall, and 

F-1, after examining the output of the Naïve Bayes, Support 

Vector Machine (SVM), and Random Forest algorithms. With 

98% accuracy, 98.00% precision, 100.00% recall, and 99.00% 

F-1, Naïve Bayes came in second. According to the findings, 

combining SVM with Random Forest is a great option for 

sentiment analysis of user reviews of libraries. Although this 

model is highly accurate at classifying sentiment, preprocessing 

methods and the quality of the training data affect how well it 

performs. Table 1 displays the comparison results, while Table 

1 and Figure contain the graphs.  

Table 1. Test Scenario Comparison Results 

 Scenario 1 Scenario 2 Scenario 2 

Algorithm SVM Random 

Forest 

Naïve Bayes 

Accuracy % 99% 99% 98% 

Precision % 100% 100% 98% 

Recall % 100% 100% 100% 

AUC 100% 100% 99% 

 

 

Figure 12. Comparison of Accuracy 

 Sentiment class word cloud 

One tool for analyzing written content that makes use of 

graphics is the word cloud. In order to evaluate and enhance 

library resources and services, this study includes input from 

instructors and students who completed surveys on 

survei.pcr.ac.id. The word clouds generated from the feedback 

are displayed in Figures 15 and 16, emphasizing both positive 

and negative sentiments. 

 

Figure 13 WordCloud Positive and Negative Sentiment 

"Good service," "comfortable library," "better collection," 

and "improve will" are the most frequently found words in the 

word cloud display of positive sentiment text. The most 

commonly used words in the text that conveys negative mood 

are "improve wifi speed," "increase collection," "enhance 

library facilities," "assignment help needed," "additional 

references," and "expanded services." 

 

Figure 14 Visualization Tren Sentiment Result 

Tableau software was used to visually portray the results 
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of the sentiment analysis process, enabling the tracking of 

sentiment trends over time. Furthermore, it was feasible to 

observe the sentiment outcomes according to both time and 

study program because the data collection was structured by 

both year and program. The percentage of good and negative 

sentiments was constant year after year, according to the trend 

of this feedback sentiment data. This was due to the fact that the 

feedback text, which contained suggestions for library 

enhancements from both academics and students, had never 

before been thoroughly examined and its results thoroughly 

examined. 

CONCLUSIONS 

 For sentiment analysis of library user input, a comparison 

of the Naïve Bayes, Support Vector Machine (SVM), and 

Random Forest algorithms reveals that the combination of 

SVM and Random Forest is very successful. It performs better 

in terms of precision, recall, and F1-score and reaches 99% 

accuracy. The complexity of the model and the properties of the 

data affect the algorithms' performance. SVM and Random 

Forest work very well with noisy and high-dimensional text 

data. Model performance is also influenced by appropriate 

preprocessing methods including vectorization, 

stemming/lemmatization, tokenization, and stop word removal. 

These findings offer a solid basis for creating improved 

sentiment analysis algorithms for libraries and create avenues 

for additional study in this field. 
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