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Abstract— The increasing prevalence of malware poses 

significant risks, including data loss and unauthorized access. 

These threats manifest in various forms, such as viruses, Trojans, 

worms, and ransomware. Each continually evolves to exploit 

system vulnerabilities. Ransomware has seen a particularly rapid 

increase, as evidenced by the devastating WannaCry attack of 

2017 which crippled critical infrastructure and caused immense 

economic damage. Due to their heavy reliance on signature-based 

techniques, traditional anti-malware solutions struggle to keep 

pace with malware's evolving nature. However, these techniques 

face limitations, as even slight code modifications can allow 

malware to evade detection. Consequently, this highlights 

weaknesses in current cybersecurity defenses and underscores the 

need for more sophisticated detection methods. To address these 

challenges, this study proposes an enhanced malware detection 

approach utilizing Extreme Gradient Boosting (XGBoost) in 

conjunction with Chi-Squared Feature Selection. The research 

applied XGBoost to a malware dataset and implemented 

preprocessing steps such as class balancing and feature scaling. 

Furthermore, the incorporation of Chi-Squared Feature Selection 

improved the model's accuracy from 99.1% to 99.2% and reduced 

testing time by 89.28%, demonstrating its efficacy and efficiency. 

These results confirm that prioritizing relevant features enhances 

both the accuracy and computational speed of the model. 

Ultimately, combining feature selection with machine learning 

techniques proves effective in addressing modern malware 

detection challenges, not only enhancing accuracy but also 

expediting processing times.  

Keywords— malware detection, XGBoost, chi-squared, machine 

learning, feature selection. 

I. INTRODUCTION 

In today’s Internet era, users face increasing security 
threats, including malware, which can lead to the loss or 
unauthorized alteration of critical information [1]. Malware, or 
malicious software, is a harmful code designed to compromise 
computer systems and negatively impact users by hijacking 
devices, deleting files, stealing data, spamming, and 
downloading additional dangerous programs. This malware 
category includes various forms, such as viruses, Trojans, 
rootkits, ransomware, worms, botnets, spyware, adware, 
keyloggers, and numerous variants that continuously spread 
online. The range of malicious activities perpetrated by 
malware is extensive and constantly expanding as new threats 

emerge [2]. 

Worms are self-propagating malware programs that exploit 
system vulnerabilities to spread rapidly across networks 
without human intervention. As such, they can cause significant 
harm by consuming bandwidth, overloading servers, and 
potentially stealing or deleting data. Unlike viruses, which 
typically require user interaction to spread, worms can replicate 
autonomously and infect multiple systems, making them a 
persistent and dangerous threat [2], [3]. An example is the 
ILOVEYOU virus, which spread rapidly via email in May 
2000, disrupting the email systems of major companies such as 
Microsoft and Ford Motor Company. This worm affected 
approximately 45 million users and resulted in an estimated $10 
billion in economic damages within ten days [4]. 

Malware has continuously evolved, becoming increasingly 
complex and difficult to defend against. This evolution has been 
accompanied by the rise of social engineering as a key method 
for malware distribution, notably in the spread of ransomware 
[5]. A particularly alarming category of malware is 
ransomware. It uses encryption to lock files and folders, 
rendering them unusable until the victim pays a ransom, 
typically demanded in Bitcoin. It is often delivered through 
social engineering tactics like phishing, spear phishing, 
smishing, and BEC attacks. Once the data is encrypted, 
attackers demand payment to restore access to the files [6]. 

On May 12, 2017, a ransomware variant known as 
WannaCry globally impacted numerous organizations across 
various sectors, including government and healthcare [7]. The 
ransomware was particularly notorious for its ability to 
propagate across diverse computer systems and networks, 
notably affecting the UK's National Health Service and severely 
disrupting its operations [8]. In order to regain access to their 
decrypted data, victims were pressured to pay a ransom, 
typically ranging from $300 to $600. The attackers exclusively 
accepted Bitcoin as payment, threatening to permanently delete 
the victim's data if the ransom remained unpaid within the given 
timeframe [9]. 

Traditional anti-malware solutions for operating systems 
like Windows, Android, or other OSs rely on signature-based 
methods to detect malware by analyzing file signatures, such as 
cryptographic hashes and byte patterns. However, this approach 
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has significant limitations, as minor alterations to a malware's 
signature, such as code modifications or changes in 
instructions, can prevent detection. Consequently, these 
limitations hinder the ability of anti-malware tools to identify 
modified malware and effectively address zero-day attacks, 
exposing vulnerabilities in current malware detection systems 
and cybersecurity [10]. In response to these limitations in 
detecting advanced malware variants, this study proposes an 
enhanced machine-learning approach that utilizes XGBoost 
combined with Chi-Squared Feature Selection. Enhanced 
malware detection accuracy and effectiveness are the intended 
outcomes of this approach, which involves strategically 
selecting key features and optimizing model performance. 

Unlike traditional gradient boosting, XGBoost leverages 
regularization techniques to create a robust ensemble of 
predictive models. It combines the strengths of these individual 
models, each correcting the weaknesses of the others to achieve 
higher accuracy [11]. Known for its accuracy and efficiency, 
XGBoost has been widely studied and consistently shown to 
achieve high accuracy in various research applications [12], 
[13]. 

Various methods have been developed to improve accuracy 
in malware detection. Rafrastara et al. [14] used kNN with 
Information Gain, achieving 97.0% accuracy with the 
Manhattan distance. Lu et al. [15] combined Deep Belief 
Networks and Gate Recurrent Units with Random Under-
Sampling, reaching 97.79% accuracy. Abujazoh et al. [16] 
found that Decision Tree with Chi-square achieved 98.53% 
accuracy in high-dimensional data. Elayan & Mustafa [17] used 
GRU for Android malware detection, achieving 98.2% 
accuracy, outperforming traditional methods like SVM and 
kNN. 

By utilizing the Chi-Square feature selection method, this 
study seeks to optimize the accuracy and efficiency of XGBoost 
for malware detection. This expectation is consistent with 
previous findings demonstrating the significant impact of 
feature selection on achieving optimal performance. 

II. RESEARCH METHODS 

This study comprises several stages, as shown in Figure 1, 
which details the processes implemented throughout the 
research. The study involves several stages: dataset collection 
and preparation, where issues in the downloaded dataset are 
identified and resolved (detailed in subsection B); pre-
processing, where raw data is cleaned and transformed for 
optimal model building (detailed in subsection C); modeling, 
where techniques such as Random Forest, k-Nearest Neighbors, 
Naïve Bayes, and XGBoost are used (detailed in subsection D); 
and evaluation, where 10-fold cross-validation is used to 
maximize dataset usage, counteract overfitting, and validate 
(detailed in part E). Accuracy, F1-score, training, and testing 
duration are all measured as part of the evaluation. 

A. Hardware and Software 

The smooth execution of research relies on both hardware 

and software. Effective software requires adequate hardware, 

and vice versa [18]. Orange Data Mining 

(https://orangedatamining.com/) was the primary software used 

for data analysis in this study. The analysis was performed on a 

computer with an Intel i7 processor, 16 GB of RAM, and an 

NVIDIA GeForce RTX 2070 graphics card to handle the 

computational demands of the tasks. 

B. Dataset Collection & Preparation  

 Initially, the UCI Machine Learning Repository acquired 
two malware datasets (VxHeaven, VirusTotal) and one 
goodware dataset. These datasets exhibit variations in their 
feature counts, requiring careful handling during the subsequent 
analysis to avoid biases and ensure accurate results. Further 
details are provided in Table 1. 

TABLE I.  DETAILS OF THE DATASET USED 

Dataset Name Malware static and dynamic features VxHeaven 

and VirusTotal Data Set. 

Number of Files 3 (consisting of goodware, malware from 

VirusTotal, and malware from VxHeaven files). 

Number of Rows Goodware: 595; VirusTotal: 2955; VxHeaven: 

2698. 

Number of 

Features 

Goodware: 1086; VirusTotal: 1087; VxHeaven: 

1087 (including labels). 

Number of Classes 2 (0 and 1). 

Missing Values None. 

 
 Table 1 shows that the Goodware dataset contains 595 
records with 1086 features labeled '0'. The VirusTotal dataset 
has 2955 records with 1087 features, and the VxHeaven dataset 
has 2698 records with 1087 features labeled ‘1’. To consolidate 
these datasets, features not present in all files were removed. 
Specifically, SafeArrayPtrOfIndex and _vbaVarIndexLoad 
were removed from VirusTotal and VxHeaven, reducing their 
features to 1085. Feature 1 was removed from Goodware, 
aligning it with the malware datasets. The VirusTotal and 
VxHeaven files are then combined. The Data Preparation stage 
is followed by the Preprocessing stage. 

C. Pre-Processing 

At this stage, the prepared dataset undergoes further 
processing before modeling, involving Class Balancing, 
Feature Scaling, and Feature Selection, as shown in Fig. 1. Pre-
processing is crucial in the knowledge discovery process. It 
ensures that data mining algorithms can effectively learn and 
identify valuable patterns by focusing on essential attributes of 
the input data. This stage includes cleaning, filtering, 
normalizing, annotating, and transforming raw data, enhancing 
its suitability for data mining analysis and improving prediction 
model accuracy [19].  

https://orangedatamining.com/
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Fig. 1. Research Stages 

As depicted in Fig. 1, the dataset in this study is imbalanced, 
with 5,653 malware instances and 595 goodware instances, 
resulting in a 1:9.5 ratio. This medium imbalance necessitates 
balancing the dataset. The study uses random sampling with 
fixed instances in Orange Data Mining to address this issue. 
Random sampling is a versatile technique in data analysis, 
essential for approximate query processing systems. It allows 
for efficient approximate answers with minimal error [20]. In 
this study, class balancing is achieved by selecting 595 records 
from the malware dataset (labeled ‘1’) to match the 595 records 
in the goodware dataset (labeled ‘0’), resulting in a balanced 1:1 
ratio. 

Following class balancing, the next step involves feature 
scaling using Min-Max Normalization. This process involves 
scaling all features to a range between 0 and 1, ensuring that 
each feature contributes equally to the analysis [18], [21]. The 
formula for min-max normalization is: 

 𝑣𝑖 =  (
𝑥𝑖 − 𝑥𝑚𝑖𝑛

𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛
 (𝑣𝑚𝑎𝑥  −  𝑣𝑚𝑖𝑛)) +  𝑣𝑚𝑖𝑛 (1) 

Equation 1 defines the min-max normalization process, 
where 𝑥𝑖 stands for the original value in the i-th row, while 𝑣𝑖 
is the corresponding normalized value. This transformation 
uses the feature's minimum value 𝑥𝑚𝑖𝑛 and maximum value 
𝑥𝑚𝑎𝑥 to rescale the data to a new range, with 𝑣𝑚𝑎𝑥 (i.e., 1) as 
the upper bound and 𝑣𝑚𝑖𝑛 (i.e., 0) as the lower bound [18]. 
Figure 2 illustrates the changes in values before and after 
applying MinMax normalization, where all values are 
transformed into a range between 0 and 1. 

            

Fig. 2. A comparison of the data distribution before (left) and after (right) 

applying Min-Max normalization 

Feature selection is the final step in the pre-processing 
stage, involving experiments in Orange Data Mining to identify 
the smallest number of features that achieve the highest 
accuracy. This technique is essential for dimensionality 
reduction, as it helps to identify the most relevant features for 
machine learning applications. By reducing the dataset size and 
eliminating redundant or non-essential features, feature 
selection enhances model performance, speeds up the training 
process, and simplifies model development [22].  

This study uses the Chi-squared method for feature 
selection, a widely used non-parametric statistical test. The Chi-
squared test is significant for nominal dependent variables, but 
does not measure the strength of associations. It is unaffected 
by the order of categories and focuses on differences between 
groups. Additionally, it can be adapted for interval or ratio data 
converted into ordinal categories [23]. The formula for 
calculating feature selection using the Chi-square method is 
provided in Equation 2. 

 𝑥2 =  ∑
(𝑂𝑖 − 𝐸𝑖)

𝐸𝑖
 (2) 

𝑂𝑖 represents the actual observed value (observed 
frequency), 𝐸𝑖 is the expected value or expectation (expected 
frequency), and i refers to each category or group. 

This feature selection method is then implemented on the 
most optimal classification algorithms discussed in the 
following section. 

D. Modeling 

Four machine learning algorithms—K-Nearest Neighbors 
(KNN), Random Forest, Naive Bayes, and XGBoost—are 
trained on the pre-processed data. Their performance will be 
evaluated and compared without feature selection to understand 
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their inherent capabilities with the given dataset. 

 KNN predicts the category of a new data instance by 
examining its proximity to previously categorized instances. 
The algorithm first locates the 'k' nearest neighbors to a new 
instance. Then, it uses a majority vote among these neighbors 
to assign a category to the new instance [24]. To determine 
'nearest' neighbors, KNN calculates the distance between new 
data points and those already classified. While various distance 
metrics can be used, the Euclidean distance is the most common 
choice for this calculation [18]. Euclidean distance formula is 
presented in Equation 3. 

𝑑(𝑝, 𝑞) = √(𝑝1 − 𝑞1)2 + (𝑝2 −  𝑞2)2 + ⋯ + (𝑝𝑛 −  𝑞𝑛)2 (3) 

Random Forest enhances predictive accuracy by 

combining multiple decision trees from bootstrapped data 

subsets. Until a stopping requirement is satisfied, this procedure 

repeatedly divides the data at each node according to chosen 

features. Combining the various forecasts of each decision tree 

yields the final prediction, especially when there is little 

association between them [25]. 

For classification, the Naive Bayes algorithm uses a 
probabilistic approach. It assumes strong independence among 
features, implying that the value of one feature does not 
influence or depend on the values of other features in the dataset 
[26]. It relies on Bayes’ theorem for making predictions, as 
represented in Equation 4. 

 𝑃(𝐻|𝐸) =  
𝑃(𝐸|𝐻)×𝑃(𝐻)

𝑃(𝐸)
 (4) 

Bayes' theorem calculates the updated probability of a 
hypothesis (P(H|E)) after considering new evidence (E). P(E|H) 
quantifies how likely the evidence is to occur given the 
hypothesis. P(H) represents the initial belief in the hypothesis 
before observing any evidence. Finally, P(E) is the probability 
of the evidence occurring, independent of the hypothesis [26]. 

XGBoost is a high-performing and accurate ensemble 
learning method that integrates the power of gradient boosting 
with a tree-based architecture. It comprises multiple decision 
trees, each functioning as a weak learner, with boosting 
techniques enhancing its performance to create a strong learner. 
In classification tasks, while the overall predictive accuracy of 
each weak classifier may be relatively low, it can achieve 
significantly high accuracy in specific aspects of the data [27]. 

 �̂�𝑖 =  ∑ 𝑓𝑘(𝑥𝑖), + 𝑓𝑘 ∈  𝛤  𝐾
𝑘=1  (5) 

Equation 5 formalizes the prediction process in XGBoost. 
The final prediction �̂�𝑖 for a given input 𝑥𝑖 is derived by adding 
the contributions of 'K' individual regression trees. Each k-th 
tree produces a prediction score of 𝑓𝑘 , and these scores are 
accumulated to arrive at the final output. Γ represents the space 
of all possible regression trees [28]. 

E. Evaluation 

 Given the limitations of the dataset, 10-fold cross-validation 
is utilized to ensure a thorough evaluation of the models. This 
technique partitions the dataset into ten distinct subsets. The 
data is segmented into ten subsets. For each iteration of the 

cross-validation process, a single subset is held out for 
validation while the model is trained on the remaining nine. 
This process is repeated ten times to ensure a comprehensive 
evaluation and maximize data utilization [18]. 

 The algorithms' performance undergoes a rigorous 
evaluation process using a visualization tool known as a 
confusion matrix. This matrix is essential for gaining insights 
into the model's predictions and comprehending its 
classification accuracy. True Negatives (TN), True Positives 
(TP), False Negatives (FN), and False Positives (FP) are the 
four categories of categorization outcomes that are 
distinguished by the confusion matrix [18]. Every category 
denotes a distinct classification process result. For example, TP 
denotes the cases in which the model correctly detects a positive 
case, whereas FN denotes the cases in which a positive case is 
incorrectly categorized as negative. It is crucial to comprehend 
these categories in order to evaluate the model's dependability. 
Equation 6 illustrates how the confusion matrix produces a 
crucial metric, accuracy, which assesses the general validity of 
the model's predictions. [29]. 

 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 +𝑇𝑁)
 × 100% (6) 

 A balanced performance statistic, the F1-score takes into 
account both recall (Equation 8) and precision (Equation 7). 
This gives a more comprehensive picture of model 
effectiveness and is particularly crucial when one metric is 
much lower [30]. Equation 9 is utilized to determine the F1-
score. 

 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (7) 

 𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (8) 

 𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  
2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 (9) 

III. RESULT AND DISCUSSION 

 This study draws upon three datasets from the UCI Machine 
Learning Repository. These datasets include benign software 
files (goodware), a diverse set of malware samples compiled by 
VirusTotal, and an additional malware dataset sourced from 
VxHeaven. These distinct datasets comprehensively represent 
both benign and malicious software for our analysis. After 
merging the two malware files, the combined malware dataset 
has 1,087 features, including the label, while the goodware 
dataset has 1,086 features, also including the label. To 
standardize the datasets, two features (_vbaVarIndexLoad and 
SafeArrayPtrOfIndex) were removed from the malware dataset, 
and one feature (Feature 1) was removed from the goodware 
dataset. These adjustments aligned the feature sets in both 
datasets. 

The goodware dataset contains 595 records, while the 
malware dataset has 5,653 records, leading to class imbalance. 
This study addressed the issue by randomly sampling 595 
records from the malware dataset. The malware and goodware 
datasets were then merged, resulting in 1,190 records. After 
merging, the number of features was reduced to 983, retaining 
only the common features from both datasets. 
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Four machine learning algorithms—Random Forest, kNN, 
Naive Bayes, and Extreme Gradient Boosting—were assessed 
without feature selection after the data was prepared. According 
to preliminary findings, XGBoost performed better than the 
other models, obtaining an F1-Score and accuracy of 99.1% 
(see Table 2). The Chi-Square approach of feature selection was 
used to improve performance even more. This led to a 
significant improvement, as seen in Table 3, where XGBoost 
achieved 99.2% accuracy and F1-Score with just 38 
characteristics. This demonstrates how feature selection works: 
enhancing the model's performance by incorporating only the 
most pertinent features led to increased accuracy and fewer 
features, which increased computational efficiency. 

TABLE II. PERFORMANCE COMPARISON OF VARIOUS CLASSIFIERS WITHOUT 

FEATURE SELECTION 

Algorithm Accuracy F1-Score 

kNN 95.9% 95.9% 

Naïve Bayes 93.1% 93.1% 

Random Forest 98.3% 98.3% 

XGBoost 99.1% 99.1% 

TABLE III. PERFORMANCE OF XGBOOST WITH FEATURE SELECTION 

Number of 

Features 

XGBoost with X2 

Accuracy F1-Score 

33 99.1% 99.1% 

34 99.1% 99.1% 

35 99.1% 99.1% 

36 99.1% 99.1% 

37 99.1% 99.1% 

38 99.2% 99.2% 

39 99.2% 99.2% 

40 99.2% 99.2% 

41 99.1% 99.1% 

42 99.2% 99.2% 

Reducing the number of features not only improved 
accuracy and F1-score but also significantly enhanced the 
model's efficiency. This dimensionality reduction led to faster 
training and prediction times, which can be observed in Fig. 3 
and Table 4.  

TABLE IV. PERFORMANCE COMPARISON OF XGBOOST WITH AND 

WITHOUT FEATURE SELECTION 

Number of 

Features 

Feature 

Selection 
Accuracy 

F1-

Score 

Train 

Time 

Test 

Time 

All 

Features 

(982) 

No 

Feature 

Selection 

99.1% 99.1% 2.102 0.168 

38 Features X2 99.2% 99.2% 0.746 0.018 

Time Reduction 64.50% 89.28% 

 The results in Table 4 demonstrate that employing all 982 
features without feature selection resulted in an accuracy and 
F1-score of 99.1% for the XGBoost model. However, this came 
at the cost of increased computational time, with training 
requiring 2.102 seconds and testing 0.168 seconds. By 
incorporating Chi-square (χ²) feature selection and reducing the 
features to 38, the model achieved a comparable accuracy and 
F1-score of 99.2% while significantly reducing training time to 
0.746 seconds and testing time to 0.018 seconds. This 
represents a substantial improvement in efficiency, with a 

64.50% reduction in training time and an 89.28% reduction in 
testing time. 

 

Fig. 3. Diagram of Time Reduction 

As visualized in Fig. 3, Chi-square feature selection 

markedly decreases training and testing time. This highlights 

the impact of feature selection on enhancing computational 

efficiency while preserving high accuracy. 

The experimental results, based on the same dataset, 

demonstrated that XGBoost, combined with Chi-squared 

feature selection, achieved the highest accuracy compared to 

previous methods in the literature. Table 5 below provides a 

performance comparison between this model and the results 

from existing studies. 

TABLE V. PERFORMANCE COMPARISON OF OUR PROPOSED WORK WITH 

STATE-OF-THE-ARTS 

No. Methods Number of 

Features 

Accuracy F1-Score 

1. XGBoost + X2 

(proposed) 

38 99.2% 99.2% 

2. kNN + IG [14] 32 97.0% 97.0% 

3. DT + X2 [16] 30 98.53% 98.53% 

 A thorough analysis of the accuracy gain attained by various 
feature selection techniques and algorithms is provided in Table 
5. Using 38 features and combining XGBoost with Chi-square 
feature selection yields the best results, with an accuracy and 
F1-score of 99.2%. 

 Several feature selection techniques and models were 
investigated, but none were able to equal XGBoost's 
performance. The lowest scores, 97.0% for accuracy and F1-
score, were obtained by kNN with Information Gain (32 
features). With a 98.53% accuracy rate and a 98.53% F1-score, 
the Decision Tree (DT) with Chi-square (30 features) 
outperformed the others. XGBoost consistently outperformed 
the other algorithms, proving its supremacy for this malware 
detection task, even though DT performed well. This implies 
that the best model for achieving high accuracy is XGBoost, 
which has a larger feature set and effectively uses Chi-square 
feature selection. 
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Fig. 4. Diagram of Performance Analysis Result 

Fig. 4 illustrates the performance comparison among three 

methods: XGBoost with Chi-square, kNN with Information 

Gain, and Decision Tree with Chi-square. The results show that 

XGBoost with Chi-square achieves the highest accuracy, 

indicating its effectiveness for this dataset. In contrast, kNN 

with Information Gain has the lowest accuracy among the three 

methods. At the same time, the Decision Tree with Chi-square 

provides competitive results, performing better than kNN but 

slightly below XGBoost. This comparison underscores the 

superior performance of XGBoost combined with Chi-square 

feature selection. 

In evaluating the model's effectiveness for malware 

detection, the confusion matrix plays a multifaceted role. It 

provides a visual representation of the model's predictions—

arranging them into TP, TN, FP, and FN—and facilitates a 

deeper understanding of its performance. This detailed 

breakdown yields insights into the model's classification 

patterns, overall accuracy, and specific areas of success and 

failure. Moreover, the confusion matrix is essential for 

computing key metrics such as F1-score, recall, and precision. 

Fig. 5 displays the confusion matrix for this study. 

 

Fig. 5. Confusion Matrix of XGBoost 

Analysis of the confusion matrix in Fig. 5 reveals that the 

model correctly classified 591 instances as positive (True 

Positives) and 589 as negative (True Negatives). However, 

there were also misclassifications, as four instances were 

incorrectly predicted as positive (False Positives), and six were 

incorrectly predicted as negative (False Negatives). The total 

number of samples encompassing correct and incorrect 

classifications across both classes is 1190. 

V. CONCLUSION 

 This study showed how the Chi-Square Feature Selection 
method significantly improved XGBoost's malware detection 
ability. The accuracy of the model rose from 99.1% to 99.2% 
after feature selection was added, and testing time was 
significantly decreased. This emphasizes how crucial it is to 
give pertinent features top priority in order to maximize 
accuracy, F1-Score, and computational efficiency. The findings 
show that using Chi-Squared Feature Selection significantly 
boosts the effectiveness of machine-learning models intended 
for malware detection. To further improve real-time detection 
systems, future research could look at hybrid models or other 
feature selection techniques such recursive feature elimination. 
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