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Abstract — This study examines the effectiveness of the 

Naïve Bayes and C4.5 algorithms in analyzing book borrowing 

patterns at the Pringsewu Muhammadiyah University Library. 

As libraries increasingly serve as vital educational hubs, 

understanding user borrowing behavior is essential for 

effective collection management and service enhancement. The 

research follows the Cross-Industry Standard Process for Data 

Mining (CRISP-DM), which includes stages of business 

understanding, data understanding, preparation, modeling, 

evaluation, and implementation. A dataset consisting of 5,586 

records and ten attributes related to book lending was utilized, 

with comprehensive data cleaning and preprocessing 

conducted. The performance of both algorithms was assessed 

using K-fold cross-validation, yielding an accuracy of 96.26% 

for C4.5, compared to 91.44% for Naïve Bayes. These results 

demonstrate that C4.5 is more adept at capturing complex 

relationships within the data, providing deeper insights into 

user preferences and enhancing library services. This research 

underscores the potential of data mining techniques to 

optimize library management and proposes avenues for future 

investigation, such as exploring advanced machine learning 

algorithms and expanding datasets for use in broader library 

contexts. 

Keywords— Book Borrowing Patterns, C4.5, Naive Bayes, 

Datamining 

I. INTRODUCTION 

In today's digital era, the library does not function as a 
place to store my books, but also as an important source of 
information and education for students, lecturers and 
researchers. With the increasing number of books and other 
materials available, and the diversity of users' information 
needs, managing library collections effectively has become 
a significant challenge[1]. One important aspect in library 
management is understanding book borrowing patterns by 
users.  

Book borrowing patterns can provide valuable insight 
into user preferences, collection usage trends, and 
information needs that may be unmet[2]. However, with 
large data volumes and complexity, manual analysis 
becomes less efficient and prone to errors[3]. 
Muhammadiyah Pringsewu University as a higher education 

institution also faces challenges in managing its library so 
that it can meet the information needs of the entire academic 
community. This is where data mining plays an important 
role. By utilizing data mining to analyze book borrowing 
patterns, libraries can be more effective in developing 
collection management strategies and improving service 
quality. In recent years, data mining has become a powerful 
tool for enhancing library management by providing 
detailed analyses of user behavior and collection utilization. 
Several studies have examined various data mining 
techniques, such as association rule mining, clustering, and 
classification algorithms, to identify hidden patterns in 
library usage data. Researchers have found that algorithms 
like Naïve Bayes, Decision and K-means clustering can 
offer valuable insights into user preferences and improve 
services by enabling targeted recommendations and 
collection development. Despite these advancements, gaps 
remain in exploring the performance differences among 
these algorithms specifically in university libraries, as well 
as in developing strategies for real-time, automated 
recommendations. This research aims to bridge these gaps 
by focusing on the comparative effectiveness of Naïve 
Bayes and C4.5 in the context of a university library. 

Data mining is a technique that can be used to extract 
valuable information from large and complex data[4][5]. In 
a library context, data mining can help identify hidden 
patterns in book lending data, which can then be used to 
improve library services, such as collection management, 
personalization of book recommendations, and budget 
planning for procuring new books[6]. 

To analyze book borrowing patterns, various data 
mining algorithms can be used, including the Naïve Bayes 
and C4.5 algorithms[7]. These two algorithms have different 
approaches to processing data and making predictions, so it 
is important to compare to determine which algorithm is 
more effective in a particular context. Naïve Bayes is an 
algorithm based on Bayes' theorem, which uses probability 
to make predictions[8]. This algorithm is simple, fast, and 
frequently used in text classification and pattern analysis. 
C4.5 is a decision tree-based machine learning algorithm 
that generates decision trees from training data[9]. These 
algorithms are known for their ability to handle varying data 
and provide easy-to-understand interpretations in the form 
of decision trees. 

The application of data mining in library systems can 
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help identify hidden book borrowing patterns and provide 
more personalized recommendations to library users[10]. 
Analyzing user behavior through data mining techniques 
can improve library collection management by 
understanding user preferences based on lending data[11]. 
The Naïve Bayes algorithm has advantages in text 
classification, especially because of its simplicity and speed 
in processing data, which makes it suitable for applications 
with large data volumes[12]. Naïve Bayes is effective in 
library book recommendation systems because this 
algorithm can accurately predict book categories of interest 
based on borrowing history[13]. The C4.5 algorithm is very 
effective in producing decision trees that are easy to 
interpret, especially in complex data analysis such as book 
borrowing patterns in libraries[14]. The C4.5 algorithm is 
able to handle varied data well and provides more 
interpretive results than other algorithms in analyzing 
library user behavior. 

Therefore, this research aims to compare the 
performance of the Naïve Bayes and C4.5 algorithms in 
analyzing book borrowing patterns at the Pringsewu 
Muhammadiyah University Library. It is hoped that the 
results of this research can provide recommendations 
regarding the most appropriate methods to be implemented 
in library information systems in the future. 
 

II. METHODOLOGY 
A. Research Stage 

The method used in this research follows the stages of 
the Cross-Industry Standard Process for Data Mining 
(CRISP-DM) model[15]. The research stages can be seen in 
Figure 1 below: 

 
Figure 1 Research Flow 

 
• Business Understanding Phase 

At this stage the focus is on the research objective, 
namely to find out the best algorithm for analyzing book 
borrowing patterns in libraries by looking at what books 
are the most popular among borrowers, which students 
from study programs borrow books most often, then what 
are the book borrowing patterns over a certain period of 
time , so that the best model is obtained to fulfill the 
research objectives. 
• Data Understanding Phase 

The data that will be used in the research is Pringsewu 
Muhammadiyah University library information system data. 
There are 10 attributes that will be used in this research  

Namely Borrower ID, Gender, Membership Type, Copy 
Code, Book Category, Length of Membership, 
Department/Faculty, Borrow Date, Return Date, Status. 

• Data Preparation 
Data preparation is one of the important stages in the 

CRISP-DM process which ensures that the data to be used 
for analysis is in optimal condition. Prepare data for 
analysis. This includes data cleaning, feature selection, and 
data transformation. After the data preparation stage is 
complete, the data will be ready to be used in the modeling 
stage. A careful data preparation process is essential to 
ensure that the analysis and models built are accurate and 
relevant. 
• Modeling (Modeling Phase) 

The algorithms used in this research are the C4.5 and 
Naive Bayes algorithms to classify book borrowing patterns 
at Pringsewu Muhammadiyah University and to obtain a 
model or function to describe graduation predictions by 
comparing the C4.5 and Naive Bayes algorithms. 
• Evaluation Phase (Evaluation Phase) 

At this stage, the performance evaluation of the two 
algorithms, namely the C4.5 and Naive Bayes Algorithms, is 
carried out by comparing the results of the average values 
of accuracy, recall and error rate contained in the 
confusion matrix table. 
• Deployment Phase (Deployment Phase) 

After the evaluation stage where the results of a model 
are assessed in detail, the model performance is monitored 
periodically and adjusted if necessary. Apart from that, 
adjustments were also made to the model so that it could 
produce results that were in line with the initial target of 
this CRISP-DM stage. 

 
B. Data Collection Stage 

Data collection methods are an important thing in 
research and are strategies or methods used by researchers 
to collect the data needed in their research. The data 
collection methods used in this research are: 
• Literature Review (Research Library) 

The literature review is carried out by reading, quoting 
and making notes sourced from library materials that 
support and are related to research, in this case 
regarding C4.5 and Naive Bayes Algorithm data 
mining. 

• Field Studies (Field Research) 
In this research, data collection through documents was 
carried out by studying the facts or data in the 
Pringsewu Muhammadiyah University Library 
information system. 
 

C. Experiment Stages 
This research will be carried out by applying two 

methods, namely the C4.5 Algorithm and Naive Bayes to 
classify book borrowing patterns.  
• Decision tree (C4.5) 

C4.5 is a collection of algorithms for classification 
techniques in machine learning and data mining. The goal is 
supervised learning, where each tuple in the data set can be 
described by a set of attribute values, and each tuple belongs 
to one of many different and incompatible classes[16]. The 
goal of C4.5 is to learn mappings from attribute values to 
categories that can be used to categorize unknown items into 
new categories. J. Rossi Quinlan suggests C4.5 based on 
ID3. A decision tree is constructed using the ID3 algorithm. 
A decision tree is a tree structure that is like a flowchart, 
with each internal node (nonleaf node) representing a test on 
an attribute, each branch representing a test result, and each 
leaf node holding a class label. After building a decision tree 
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for tuples that do not provide classification labels, we select 
a path from the root node to the leaf node, and the path 
stores the prediction information of the tuple. Decision trees 
have the advantage of not requiring domain information or 
parameter configuration, making them ideal for exploratory 
information mining[17]. 

The C4.5 algorithm is based on ID3 added to 
continuous attributes, attribute values, and information 
processing, by generating a tree to build a pruning decision 
tree in two stages. For each attribute, with the C4.5 
algorithm information calculation, we can find out the Gain 
Ratio, the rate of information acquisition. Finally, it is 
selected with the highest level of information gain from the 
given test set attributes to organize the branch. According to 
the test attribute values using a recursive algorithm, obtain 
an initial decision tree. The computational formula related to 
the C4.5 algorithm is as follows[18]. First, the expectation 
value required for sample classification is given as follows: 
Determine the root of the tree by calculating the highest 
gain value of each attribute or the lowest entropy index 
value. Previously, the entropy index value was calculated 
using the formula: 

 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑖) =∑𝑚

𝑗=1  𝑓(𝑖, 𝑗). 2𝑓[(𝑖, 𝑗)]        (1) 
 

 Gain value using the formula:   
 

    𝑔𝑎𝑖𝑛 = − ∑
𝑝
𝑖=1     . 𝐼𝐸(𝑖)                        (2)  

 
To calculate the gain ratio, you need to know a new 

term called Split Information with the formula:   

    𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = -∑
S1

S

𝑐

𝑡=1
𝑙𝑜𝑔2

𝑆1

𝑆
      (3)  

Next, calculate the gain ratio 
 

   𝐺𝑎𝑖𝑛𝑟𝑎𝑡𝑖𝑜(𝑆, 𝐴) =
Gain(S.A)

SplitInformation (S,A)
                    (4) 

 
Repeat step 2 until all records have been split. The 

decision tree splitting process ends when:   
1. All tuples in node record m are of the same class.   
2. The attributes in the dataset are not further divided.   
3. An empty branch has no records 

• Naïve Bayes 

Naive Bayes is a probabilistic classification algorithm 

that utilizes Bayes' theorem to classify data. This algorithm 

is called "naive" because it assumes that all features in the 

dataset are independent of each other when assigned a 

particular class. Although this assumption is often 

unrealistic in practice, Naive Bayes remains popular and 

effective for many classification tasks[19]. 

Bayes' theorem is the basic principle of this algorithm. 

This theorem can be used to update the probability of a 

hypothesis based on new evidence. In the context of 

classification, the hypothesis is the class we are trying to 

predict, and new evidence is the observed features of the 

data. 

 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
              (5) 

 

Where: 

• P(C∣X): Posterior probability of the class C is given a 

feature 𝑋 

• P(X∣C): Feature probability 𝑋 is given a class 𝐶 

(likelihood). 

• P(C): Class prior probability 𝐶 

• P(X): Marginal probability of a feature 𝑋 

 

D. Performance Evaluation 

• K-fold Cross Validation 

k-fold cross-validation is a technique for validating the 

accuracy of a model built on a certain data set, which 

divides the data set into two parts, namely training data and 

testing data. For prediction problems, the model is usually 

given a dataset of known data to train on (training dataset) 

and unknown data (or first-time data) to test the model 

(called validation). or test data)[20]. The goal of cross-

validation is to test a model's ability to predict new data that 

was not used in its evaluation, to flag problems such as 

overfitting or selection bias, and to provide insight into how 

the model generalizes to independent data. set (i.e. unknown 

dataset, e.g. problem). 

• Confusion matrices 

Confusion matrix is a very popular measure used when 

solving classification problems. It can be applied to binary 

classification as well as to multiclass classification 

problems. This matrix is used to evaluate the performance 

of the method used after classification. The confusion 

matrix represents TP values that are correctly classified, FP 

values in the relevant class when they should be in other 

classes, and FN values in other classes when they should be 

in the relevant class and TN values that are correctly 

classified in other classes[21]. The most frequently used 

performance metrics for classification according to these 

values are accuracy (ACC), precision (P), sensitivity (Sn), 

specificity (Sp), and F-score values. The calculation of these 

performance metrics according to the values in the 

confusion matrix is made according to Eq. 

𝐴𝐶𝐶 =
TP+TN

TP+TN+FP+FN
         (6) 

 

𝑃 =
TP

TP+FP
          (7) 

 

𝑆𝑛 =
TP

TP+FN
          (8) 

 

𝑆𝑝 =
TN

TN+FP
          (9) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2x
P x Sn

P+Sn
       (10) 

 

III. RESULTS AND DISCUSSION 

A. Analysis and Preprocessing Data 

Before applying the algorithm, data collected from the 

Pringsewu Muhammadiyah University Library was 

analyzed and processed first. The dataset consists of 5618 

data with ten attributes including Borrower ID, Gender, 

Membership Type, Copy Code, Book Category, 
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Membership Length, Department/Faculty, Borrowing Date, 

Return Date, and Status. A total of 170 records were 

removed due to missing values and duplicates identified. 

For example, all records with an incomplete Borrower ID or 

missing Return Date will be excluded from the data set. This 

data can be seen in Figure 2 below. 

 
Figure 2 Dataset 

B. Modeling and Evaluation 

Both algorithms (C4.5 and Naïve Bayes) were 

implemented using the preprocessed dataset. The 

performance of each algorithm was evaluated using K-fold 

cross-validation (with 𝑘=10) to ensure reliable accuracy 

metrics. 

Algorithms C4.5 

The application of data in Rapidminer for analyzing 

book borrowing using the C4.5 algorithm is shown in Figure 

3 below: 

 

 
 

Figure 3 Testing scheme with C4.5 

In Figure 3, the prepared dataset is applied to the 

Rapidminer application by conducting experiments using 

cross validation which can directly divide the data into 

training data and testing data because the data used is 

supervised and the algorithm used is C4.5. We can see the 

experimental results in Figure 4 below. 

 

 
Figure 4 Accuracy Results with the C4.5 Algorithm 

In figure 4 The model achieved an overall accuracy of 

96.26%. This high accuracy indicates that the model 

correctly classifies approximately 96 out of every 100 

instances, suggesting effective performance in 

distinguishing between the classes. Decision tree generated 

by the C4.5 algorithm for classifying book borrowing 

patterns we can see the experimental results in Figure 5 

below. 

 
Figure 5 Decision tree 

Figure 5 above depicts the decision tree structure used 

to classify Borrower IDs and Exemplar Codes based on 

various conditions. Each branch of the tree represents a 

decision or comparison made against the Borrower ID and 

Exemplar Code. For example, first a separation is carried 

out based on Borrower ID > 19034793.500, which then 

leads to further grouping based on Exemplar Code and 

Borrower ID values. Each branch contains information 

regarding the number of borrowers who meet or do not meet 

the given conditions, with the numbers in brackets 

indicating the number of borrowers in each category.  

This decision tree structure helps in understanding 

various factors such as "Exemplar Code", "Borrower ID", 

etc. that influence borrowing patterns and helps librarians in 

making data-based decisions regarding book management. 

This can guide collection development, help identify 

popular books, and understand borrowing behavior at the 
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Pringsewu Muhammadiyah University Library. 

Algorithms Naïve Bayes 

The application of data in Rapidminer for analyzing 

book borrowing using the Naïve Bayes algorithm is shown 

in Figure 6 below. 

 

 
Figure 6 Testing scheme with Naïve Bayes 

The experiment in Figure 3.5 is a validation technique 

for dividing training data and testing data using cross 

validation techniques. From this experiment, we got the 

results that we can see in Figure 7 below 

 

 
Figure 7 Accuracy Results with the Naïve Bayes Algorithm 

In figure 7 The model achieved an overall accuracy of 

91.44%. Apart from accuracy in the Naive Bayes algorithm, 

there is SimpleDistribution where The focus of this model is 

on the label attribute Status Pengembalian. This attribute 

likely classifies whether a book has been returned on time or 

not, reflected by binary classes (1 for returned on time, 0 for 

not returned on time). we got the results that we can see in 

Figure 8 below. 

 
Figure 8 Sample Distribution 

In figure 8 The model indicates that Class 1 has a 

probability of 0.959, suggesting that 95.9% of the instances 

in the dataset are classified as this class. This is a strong 

indication that most books are returned on time. In contrast, 

Class 0 has a probability of 0.041, indicating that only 4.1% 

of the instances are classified as not returned on time. This 

suggests that overdue returns are significantly less frequent 

compared to timely returns. Both classes have 9 

distributions listed, which means the model used nine 

different feature distributions (attributes) to help classify the 

return status of the books. 

C. Results  

The results of the model performance are summarized 

in the following 

 
Figure 10 algorithm performance comparison results 

Based on the table and diagram image above, it shows 

that changing the number of K-Folds in Cross Validation 

when carrying out classification will produce different 

accuracy so that we can produce the best accuracy. We can 

see that with K-Fold 10, the accuracy and precision results 

are the highest, in contrast to the recall results which are not 

higher than other uses of K-Fold. C4.5 achieved an accuracy 

of 96.26%, indicating it correctly classified a significant 

majority of the borrowing patterns. In contrast, Naïve 

Bayes, with an accuracy of 91.44%, showed a slightly lower 

capability in predicting user behavior. 

D. Discussion 

The C4.5 algorithm outperformed the Naïve Bayes 

algorithm across all evaluated metrics. This can be 

attributed to C4.5’s ability to model complex relationships 

in the data through its decision tree structure. The tree 

structure allows for capturing interactions between features, 

which is particularly useful when analyzing book borrowing 

patterns that may be influenced by multiple factors (e.g., 

book categories, user demographics). C4.5 achieved an 

accuracy of 96.26%, indicating it correctly classified a 

significant majority of the borrowing patterns. In contrast, 

Naïve Bayes, with an accuracy of 91.44%, showed a slightly 

lower capability in predicting user behavior. 

The findings emphasize the importance of utilizing data 

mining techniques for effective library management. By 

implementing the C4.5 algorithm, the Pringsewu 

Muhammadiyah University Library can enhance its 

collection management strategies, personalize 

recommendations for users, and allocate resources more 

efficiently based on borrowing trends. 

IV. CONCLUSION 

The study successfully demonstrated the application of 

the C4.5 and Naïve Bayes algorithms in analyzing book 

borrowing patterns at the Pringsewu Muhammadiyah 

University Library. The results showed that the C4.5 

algorithm outperformed Naïve Bayes across all evaluation 

1 2 3 4 5 6 7 8 9 10

Accuracy C4.5 94, 95, 94, 94, 94, 94, 94, 94, 94, 96,

Accuracy Naïve
Bayes

90, 90, 91, 90, 91, 92, 91, 90, 90, 91,

86,00%
88,00%
90,00%
92,00%
94,00%
96,00%
98,00%

K-Fold

Accuracy Comparison

Accuracy C4.5 Accuracy Naïve Bayes
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metrics, including accuracy, precision, recall, and F-score. 

Specifically, C4.5 achieved an accuracy of 96.26%, while 

Naïve Bayes reached 91.44%.  

 This indicates that C4.5 is more effective in capturing 

complex relationships in the data and predicting user 

borrowing behavior. The findings of this research 

underscore the importance of employing data mining 

methodologies in library management. By implementing the 

C4.5 algorithm, the Pringsewu Muhammadiyah University 

Library can improve its services, such as personalized book 

recommendations, targeted marketing efforts, and more 

efficient budgeting for new acquisitions. Understanding 

borrowing patterns also aids in developing strategies to meet 

the evolving information needs of the academic community.  

 While this study provides valuable insights, it also 

highlights several areas for future research. Subsequent 

studies could explore the application of other advanced 

machine learning algorithms, such as Random Forest or 

Support Vector Machines, to compare their performance 

against C4.5 and Naïve Bayes. Additionally, expanding the 

dataset to include a more extended time frame and more 

diverse attributes could enhance the robustness of the 

analysis and its applicability across different library settings. 
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