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Abstract— Pollution of air, particularly in cities, is becoming 

an issue to be taken seriously owing to the health and 

environmental risks associated with it, and the major contributor 

to air pollution is car emissions. The objective of the study is to 

identify and classify vehicles such as motorbikes, cars, buses, 

trucks in order to monitor live traffic and potentially determine 

the extent to which the pollution level elevates, utilizing the 

YOLOv9 model. Traffic CCTV camera footage was gathered 

under a wide range of circumstances including different lighting 

and varying traffic intensity. Folders were particularly structured 

and images annotated, in the manner, which served the purpose of 

meeting the requirements of the YOLO structure. Once it was 

trained with a labeled dataset, the vehicle identification by 

YOLOv9 model was found to be quite satisfactory. Overall vehicle 

identification accuracy was calculated to be mAP50:95 of 0.826. In 

contrast, it had a harder time with smaller items like motorcycles, 

with a mAP50:95 of 0.682. Findings indicate that larger items were 

detected more than smaller items. Camera angles and the small 

size of the objects often make small objects appear to blend in to 

the background. This research indicates that AI can be of help 

when dealing with the urban structure. It offers a way of 

measuring traffic volume to predict the amount of CO emissions 

that can be avoided or controlled. The rest are keen in enhancing 

the effectiveness of recognizing small objects within the system and 

deploying it in multiple settings. 

Keywords— Air pollution, carbon monoxide, computer vision, 

object detection, yolov9 

I. INTRODUCTION 

Pollution is an issue of significant scientific concern due to 
its inherent negative health and environmental impacts [1]. In 
residential areas, pollution levels are closely linked to traffic 
patterns. Some pollutants are directly linked to vehicular traffic 
density [2]. More recent studies show an exponential increase 
in registered and traveled vehicles in residential areas [3]. In 
such a scenario of mixed development and environmental 
degradation, the need of the hour is to address these concerns 
using a positive approach. One such positive approach is to 
neutralize the traffic-related pollution to the best feasible. 

Air pollution is regarded as one of the main environmental 
threats. The negative impacts of pollution are multifaceted, 
encompassing ecosystems, health, agricultural productivity, 
educational attainment, and worker productivity [4]. In many 
situations, transport significantly contributes to air pollution 
through vehicle emissions. Damage to human health is one of 
the major outcomes of vehicle pollution, as road traffic is 

deemed a principal source of fine particulate matter, which 
results from the incomplete combustion of fuels in vehicle 
engines [5]. The major contributions to air pollution levels are 
associated with exhaust damage and the generation of wear 
particulates in vehicle engines. Damage to the environment 
beyond vehicle emissions is assessed in related work and 
correlated with transportation infrastructure. In response, 
technology and the environment have been evaluated by some 
researchers in order to help minimize the amounts of pollution 
emitted into the atmosphere [6]. Various methodologies are 
used to monitor different pollutants and toxicants, as well as to 
extend the spectrum of monitoring purposes. However, existing 
literature has more deeply given attention to the technology of 
vehicle detection, paying less attention to the contribution of 
front vehicles to pollution build-up. 

While there are various parameters taken into consideration 
under pollution, significant advances were made in monitoring 
vehicular emissions and accidents. Manufacturing has also been 
growing in different countries around the world, contributing to 
increasing air and noise pollution due to gaseous emissions 
from these industries, as well as increasing road traffic. 
Motorized road traffic has led to various problems such as fuel 
exhaust emissions leading to air pollution affecting both outer 
and in-cabin air quality, a noisy atmosphere with increased 
noise pollution, and traffic congestion leading to traffic 
accidents. Human activities, including the excessive use of 
motor vehicles, play a major role in environmental degradation 
and cause pollution. To control these factors, it is important to 
monitor the environment, and it is understood that the 
development of detection systems with an environment- 
friendly approach is an urgent need. 

From the existing condition, there are possible factors 
contributing to the accumulation of air pollution, such as 
inadequate or unfound technology for detecting vehicles. Thus, 
uncovering where vehicles are crucially confined and exploring 
real-time locations give the opportunity for another study to be 
conducted. The rationale ultimately allows for the possibility to 
assess effective traffic control methodology. By reviewing the 
studies conducted, it was seen that no research has focused on 
developing an effective real-time approach to facilitate the 
process, as has been approached in this work. Therefore, the 
research question of monitoring using AI for vehicles is able to 
be tackled by designing a system that has the capability to 
monitor traffic. 
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Most of the primary purpose of air pollution research is to 
determine how much CO, CO2, SO2, and NO2 can be directly 
measured in the open air. These pollutants degrade the quality 
of the air and are detrimental to human health [7, 8, 9, 10]. 
However, in this study, we used computer vision technology to 
count vehicles in four distinct categories: motorcycles, cars, 
buses, and trucks. We use the results of vehicle identification 
and enumeration to predict the presence of hazardous 
substances that contribute to air pollution. This instance focuses 
on a specific component of the atmosphere, carbon monoxide 
(CO). 

Recently, deep learning has transformed various fields 
among the usage of AI, particularly in object detection [11]. A 
specific detection method performs detection instantly and 
accurately in one pass. This method can be used to detect 
objects. With its real-time detection rates, it was seen to perform 
better than two-stage detectors and single-shot detectors. The 
association of AI as a monitoring tool for environmental 
assessment should be able to augment existing plausible 
capabilities in the environmental domain; hence, this work aims 
to investigate the application of AI in the real-time detection of 
vehicles in a traffic lane using a specific version of the detection 
method. This investigation is also supported by a discussion 
about the contribution of pollution build-up. 

The development of information technology and artificial 
intelligence has expanded since the 21st century as a result of 
extensive research and the increasing need for automation. 
Almost every industry today uses automation built with the help 
of computer vision and artificial intelligence. Computer vision 
has become one of the rapidly developing fields of knowledge 
and is reliably utilized in various industries. Computer vision 
has the potential to integrate human interaction with systems in 
a very modern way, ensuring that future technology will always 
be up-to-date. The advantage of computer vision lies in the 
extraction of information from images, videos, and other visual 
inputs, which can then be further processed according to needs 
[12]. Computer vision is a field of artificial intelligence that can 
recognize objects in its surroundings, and this will be utilized in 
the research. 

Object detection is a subfield of computer vision that 
involves the identification and localization of an object in 
images or videos. Identifying objects requires domain-specific 
algorithms and the use of standard techniques that include 
algorithms like image segmentation, classification, or deep 
learning-based approaches, resulting in the emergence of a 
number of applications. Classification algorithms identify a 
class of an image that can be embedded with bounding boxes. 
Image segmentation enters smaller areas which, in a similar 
manner, classify images and then take the union of detected 
objects at different locations. At the same time, deep learning 
methods are focusing on classifying subparts of that image. On 
the contrary, with the advancement of technology, deep 
learning-based object detection algorithms have taken into 
consideration resources from a variety of fields that include 
computers, medical, structural, surveillance, home automation, 
and transportation applications. In addition, vehicle detection 
helps in traffic monitoring and management, automated parking 
systems, vehicle counting at tolls, and surveillance of attackers 

and terrorists, among others. In transportation, the detection 
framework must be accurate and timely as it impacts a vehicle's 
time, speed, and distance with respect to other vehicles. 

The capabilities of computer vision are widely utilized in 
biometric identification, such as fingerprint detection, facial 
recognition, gestures, and other biometric objects. The 
increasing demand for technology has led to the involvement of 
computer vision in the development of the autonomous 
industry, namely the 4.0 industrial revolution. The 4.0 industrial 
revolution era emphasizes automation that collaborates with 
technology, making computer vision play a significant role in 
this era [13]. 

Real-time object detection is a tough and evolving area in 
computer vision and machine learning. In recent years, YOLO 
(You Only Look Once) has emerged as a leading model in this 
field. YOLO takes a different approach than traditional methods 
to train object detection models [14]. YOLO trains a single 
neural network to specify bounding boxes and class 
probabilities at the same time. Also, it doesn't rely on pre- 
defined object features like edge maps, HoG descriptors, or 
region proposals, which sets it apart from classic object 
detection or segmentation algorithms. The YOLO system can 
process images at about 45 frames per second while achieving 
accuracy that matches or beats most current state models for 
object detection [15]. One type of YOLO could look at 2 
pictures every second and got a score of 57.9 mAP with a 
COCO model. Another type when changed a bit, could look at 
61 pictures a second and did just as well as the ones before it. 
The newest type is much faster and more accurate. It can look 
at 65 pictures every second and is good at spotting things. 

Because it's so good, YOLO is used a lot to watch traffic 
and in smart cities. But it might have trouble when there's a lot 
going on in the background or when there are small things that 
get in the way [16]. This capability allows us to control traffic 
flow and plan cities better. Smart video systems give steady info 
on traffic jams and car numbers. This data helps governments 
decide when to widen roads or fix them after breakdowns. 
People also use YOLO to watch traffic testing it to spot different 
kinds of vehicles [17]. The model can show how many cars there 
are how busy the roads are, what types of vehicles are around, 
and how fast they're going. This means YOLO could be used to 
manage air pollution by keeping an eye on various cars as they 
move. YOLO gives useful details by showing the user's 
surroundings to the program and working through the video 
feed. With this info, users can check traffic levels right away, 
guess car speeds, and follow air pollution amounts [18]. 

Computer vision has many uses besides traffic control and 
keeping self-driving cars safe, which are making big strides 
[19]. Cameras or CCTV watch traffic to see what's happening 
and catch rule-breakers. This watching also helps count how 
many cars pass by in a set time. Knowing the number of 
vehicles lets us figure out how much air pollution builds up at 
spots where cameras or CCTV are keeping an eye on things 
[20]. This study aims to create computer vision technology 
using YOLOv9 to spot air pollution by counting vehicles in a 
set time frame. We chose YOLOv9 because it was the stable 
version of the YOLO model at the time of this study. There is 
already YOLOv10, but we think that we will not use the latest 
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version, assuming that it may not be stable. The research splits 
motor vehicles into four groups: motorcycles, cars, buses, and 
trucks. The Transportation Department's CCTV captures traffic 
images or videos. The collected dataset then goes through 
processing with the chosen model. YOLOv9 handles the model 
testing in this research. 

To detect and identify objects, the study looks at each 
model's confidence scores. The processed video will show 
confidence values for every type of motor vehicle. The types of 
motor vehicles that have been successfully recognized will also 
make it easy to count the number of vehicles passing through 
that point in a given time period. Based on the number of 
vehicles recognized by the system, the impact of air pollution at 
that point can also be calculated. This research uses an object 
detection approach to calculate exhaust gases or pollution. It is 
hoped that this approach can provide a solution for current 
traffic management. 

This paper is an attempt to implement technology for 
vehicle detection and traffic analysis of a specific area. The 
primary objective of the implementation of the tool is to 
monitor the pollution levels in the study area and optimize the 
vehicular traffic sources of pollutants distributed in the 
respective area. Such a method would also generate data for 
traffic where exact vehicle counts can be detected and 
addressed, thus proposing a traffic management policy. With 
the development of the research findings and the consequent 
method, the environmental policy of the residential area could 
have been explored and made public in due course. 
Environmental studies and technology are the driving force for 
such innovation. The implementation of the tool thus developed 
in control systems can minimize the negative impact due to 
vehicular traffic 

II. MATERIALS AND METHODS 

A. Data Collection 

In the related works, publicly available traffic camera and 
radar datasets or synthetic training data derived from real-world 
data are used for vehicle detection and traffic analysis. In this 
study, we adopted real-world vehicle and traffic data collection 
instead of using public data for the vehicle and traffic scenario 
in which we aim to analyze the impact of pollution on traffic. 
Real-world vehicle data are particularly essential for the testing 
and evaluation of our proposed model, as the testbed used in the 
data collection is representative of the research context of this 
paper. Thus, the vehicle data input of the carbon monoxide 
dataset are real-world data, instead of synthetic or public data 
that do not represent the underlying context of this research. 

 

 

Figure 1. Daytime Image Example During Peak Hours 
 

Figure 2. Daytime Image Example During The Off-Peak Hour Seasons 

 

Moreover, collecting varied pollutant datasets captures the 
driving conditions under different situation and vehicle types. 
The video data is collected at one sample per minute when the 
traffic light is on the red and vehicles are stop. This study also 
presents traffic scenarios such as heavy and light traffic, night 
and day conditions, different speeds, and vehicle types, as 
above. in each video shot, done with a duration of about 10 
minutes. 

 

Figure 3. Night Time Image Example During Off-Peak Hours 

 

The steps of the study following the diagram below, 
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Figure 4. The Flow Diagram Process 

 

in general, there are 5 stages starting from data collection and 
ending with real-world implementation. 

Vehicles Dataset 

This step involves collecting and preparing a dataset 
containing images or video frames of vehicles, such as cars, 
buses, motorcycles, and trucks. The dataset should include 
labelled data, where each vehicle is annotated with bounding 
boxes and corresponding class labels. High-quality and diverse 
data, encompassing different angles, lighting conditions, and 
vehicle types, is essential for training an effective model. 

Pre-processing 

Pre-processing ensures the data is prepared for training. 
This includes resizing images to a uniform dimension suitable 
for YOLO's input, namely 640x640. Annotation files are also 
converted into YOLO-compatible formats. These steps enhance 
the model’s ability to generalize to unseen data. We did not 
conduct a noise and anomaly image pre-processing since we 
thought that YOLOv9 is good in handle this kind of images [21]. 
Similarly, we do not perform data augmentation because the 
data source is video images and runs continuously 24/7. 
Therefore, the amount of data obtained is more than enough, 
thus process augmentation is not necessary. 

Modelling 

detect and classify vehicles in real time with high accuracy. 

Model Performance 

After training, the model is evaluated on validation and test 
datasets using metrics such as precision, recall, F1-score, and 
mean Average Precision (mAP). The confusion matrix helps 
identify errors in classification. This step ensures the model 
performs well and identifies areas for improvement. 

Implementation 

The trained YOLOv9 model is deployed in a real-world 
scenario to count vehicles. This involves integrating the model 
with a live video feed or camera system, where it detects and 
counts vehicles frame by frame. Additional logic, such as 
tracking vehicle movements across frames, can be incorporated 
to avoid double counting and provide accurate results. 

In the implementation step, we did objects counting. 
YOLOv9 offers a robust solution for real-time vehicle counting 
due to its high speed and accuracy. In this study, object counting 
is used to count the number of vehicles such as cars, buses, 
motorcycles, and trucks at a given time. From the results of the 
calculation of the number of vehicles, the amount of CO gas 
content in the air in the area will be predicted. 

The most important thing in this study is to predict the 
amount of pollution, especially Carbon monoxide (CO) 
emissions, based on the number of vehicles at a certain time in 
a designated area. Each vehicle is measured and estimated its 
CO emission. We calculated the emission based on the 
following assumption, vehicles are in the idle machine 
condition for one minute, the machine capacities are 125 cc for 
motorcycles, 1500 cc for cars, 6000 cc for buses, and 11000 cc 
for trucks. According to Indonesian government, the CO 
emission threshold is 25 ppm or equal to 28640 ug/m3. The 
following table shows the factor emission CO for each vehicle 
in Indonesia [22]. 

Table I. Vehicle CO Emission Factors 

 
Vehicles Average CO (gr/m) 

Motorcycles 0.014 

Cars 0.040 

Buses 0.011 

Trucks 0.008 

Emission analysis was conducted to determine the number 
of emissions produced by motorized vehicles. Motor vehicle 
emissions on the road are caused by three factors namely the 
total volume of motorized vehicles, characteristics of motor 
vehicles and general traffic conditions [23]. The equation used 
in calculating the amount of motor vehicle emissions are [24]: 

YOLOv9, a state-of-the-art object detection algorithm, is 
used for vehicle detection and counting. In this project, the 

 
where: 

𝑛 
𝑖=1 𝐿 𝑥 𝑁𝑖 𝑥 𝐹𝑖 (1) 

model is trained with the following parameters: Epochs, defines 
the number of complete passes through the dataset during 
training, is 50. Batch Size is equal to 32. Dropout, the 
parameter that prevents overfitting by randomly disabling 
neurons during training is 0.4. Other hyperparameters are kept 

at their default values. YOLOv9 processes the input images to 

𝐸 = ∑ 
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L = Length of road segment (km), N = Number of motorized 
vehicles of type i (vehicles/hour), F = CO emission factor of 
motorized vehicles of type i (gr/km), i = Type of motorized 
vehicle based on fuel type, and E = Total CO emissions per 
road segment (gr/hour). 
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III. RESULTS AND DISCUSSIONS 

The performance of YOLOv9 for detecting vehicles in an 
urban area is summarized. We presented the results here. 

 

Figure 5. Vehicles Detected During Day Time In Peak Hours 

Table II. Number Of Vehicles In Figure 5 

Class Actual Predicted 

Motorcycles 45 39 

Cars 39 35 

Buses 1 2 

Trucks 2 2 

 

Figure 6. Vehicles Detected During Night Time In Peak Hours 

Table III. Number Of Vehicles In Figure 6 

Class Actual Predicted 

Motorcycles 43 39 

Cars 17 14 

Buses 0 0 

Trucks 0 0 

 

 

Figure 7. Vehicles Detected During Night Time In Off Peak Hours 

Table IV. Number Of Vehicles In Figure 7 

Class Actual Predicted 

Motorcycles 6 6 

Cars 4 4 

Buses 0 0 

Trucks 0 0 

 

Figures 5, 6, and 7 show the results of the YOLOv9 algorithm 
detection of several traffic conditions. While tables 2, 3, and 4 
show the calculation of vehicles manually as well as from the 
calculation results of the YOLOv9 algorithm. from the figures 
and tables generated by the YOLOv9 algorithm, it shows that 
the YOLOv9 algorithm can be used and its accuracy is good 
enough to detect vehicles in all conditions. For example, in 
night conditions and crowded vehicles, YOLOv9 can predict 
the number of vehicles more than 80% correctly (table 3). Even 
in night situations with a small number of vehicles, YOLOv9 
can guess 100% correctly (table4). 

YOLOv9 models provided the calculation of the Confusion 
Matrix that is used as 
 

 

Figure 8. Confusion Matrix 
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Also shown in figure 9 is the F1 confidence measurement as 
follows 
 

Figure 9. Confidence Curve 

 

The confusion matrix shown in fig. 8 presents the 
normalized results of the classification model, where the model 
categorizes the image into one of the following classes: 
motorcycle, car, bus, truck, and background. The model 
accurately predicted motorcycles 94% of the time, with 6% 
being misclassified as cars. The model's performance for cars 
was quite good, with 98% accuracy, and only 2% misclassified 
as trucks. 

Buses posed a bigger problem for the model achieving 88% 
accuracy. The model mistook 9% of buses for trucks and 3% 
for cars. Trucks reached 95% accuracy, but the model 
sometimes confused them with buses (3%) or cars (2%). The 
background class had the lowest accuracy at 80%, with 20% 
misclassified as cars. The diagonal lines running from top left 
to bottom right, show each class's accuracy pointing out correct 
predictions. On the other hand, cells outside the diagonal reveal 
the type and frequency of mistakes. The confusion matrix 
proves that the model excels at spotting cars, with high 
accuracy. It also does a good job identifying motorcycles and 
trucks. However, it tends to mix up buses and trucks, and it has 
trouble classifying the background class. This hints that the 
model might need more work to tell these classes apart better. 

The F1-Confidence graphs (fig.9) depict the correlation 
between model’s prediction confidence and the F1 scores 
averaged over each class as well as unique classes. The x-axis 
represents the confidence level of the model with values 
between 0 and 1. The y-axis considered the precision and recall 
characteristics of the model, and it is represented as F1 score. 
Each colored line corresponds to a particular class: a 
motorcycle, a car, a bus, and a truck. In the first, the thrilling 
blue line represents the combined F1 score of all classes. From 
the observations taken from the F1-Confidence Curve (fig. 9), 
it can be stipulated that for all the classes under review, the F1 
score tends to increase with the increase in the confidence level. 
This means that as the confidence level increases, so does the 
efficiency of the model in making predictions. The model 
records high F1 scores for cars across all the confidences. This 
correlates with the observation made with the confusion matrix 
where car’s accuracy is registered the highest. The F1 value 
obtained  for  motorcycles  was  satisfactory,  though  high 

throughout. Buses and trucks showed some fluctuations in F1 
values, especially at lower confidence levels. This shows that 
the model may not be more effective when distinguishing these 
two classes when the confidence is less than high. The overall 
F1 score (blue line) tends to reach its maximum of about 0.91 
when the confidence level is between 0.4 and 0.5. Thus, it can 
be stated confidently that the model is accurate as long as its 
confidence level exceeds 0.45. 

Referring to all the image results, it can be concluded that 
YOLOv9 has limitations for small object detection. When 
compared between motorcycles and cars, it can be seen that 
motorcycle detection provides poor results compared to car 
detection. Motorcycle images that are too close and small 
objects become the same object as the background. in contrast 
to cars that are large enough, YOLOv9 can easily recognize and 
also the color of the car is more varied into clearly 
distinguishable objects. In order for YOLOv9 to be better at 
detecting small objects, there are several things that can be done 
including: increase image resolution, increase the number of 
grid cells and label small object accurately. In this study, we 
used 640x640 pixels of image resolution. We can use a higher 
resolution, such as 720x720 or even more, to improve 
YOLOv9's ability to detect small objects. As for grid cells, this 
study used 26x26 grid cells, but 32x32 is better. Another thing 
is to label the image more accurately by distinguishing each 
object, especially small and overlapping ones. Counting objects 
would be better if the objects were separate and not clustered in 
groups and stopped like those at a traffic light. Another thing 
that is also a supporting factor in object detection in this study 
is the CCTV layout which is quite high causing the angle of 
capture and object recognition to be a challenge. most small 
objects (motorbikes) will be recognized as background 
especially if the color of the motorcycle is similar to the 
background color. 

Comparing the Convolution Matrix result, e.g., for a car the 
Convolution Matrix result is 0.86 with the comparison between 
the real count and the detection count by YOLOv9, 49:36 shows 
that the YOLOv9 model is close to correct and able to guess 
correctly. This study does not conclude that the area is polluted, 
but the results of this study can be used to predict the CO 
content in the air based on the count of vehicles detected by the 
YOLOv9 model. This approach has the potential to use object 
detection technology to regulate traffic and reduce potential air 
pollution in certain areas. 

Next, we analyzed the image. The following table, table 6, 
shows the measurements of the mAP for the images recorded 
by CCTV. 

Table V. Measurements of Map Based on Class 

 
Class Images Instances mAP50 mAP50:95 

All 1473 28137 0.915 0.826 

Motorcycles 1428 17012 0.836 0.682 

Cars 1256 9937 0.919 0.845 

Buses 232 400 0.944 0.867 

Trucks 533 788 0.961 0.911 
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Table 6 summarizes object detection performance across 
various classes using two key metrics: mAP50, which measures 
Mean Average Precision at a 50% Intersection over Union 
(IoU) threshold, and mAP50-95, which averages precision 
across IoU thresholds ranging from 50% to 95%. Focusing on 
mAP50-95, the overall detection performance across all classes 
is strong, with a score of 0.826. However, there are notable 
differences among the individual classes. 

Motorcycles have the lowest mAP50-95 at 0.682, 
suggesting that detecting motorcycles is more challenging 
compared to other classes. This could be due to factors like their 
variability in appearance or smaller size. Cars perform 
significantly better, with an mAP50-95 of 0.845, indicating 
reliable detection accuracy for this class. Buses show slightly 
improved performance over cars, achieving an mAP50-95 of 
0.867. Trucks, on the other hand, exhibit the highest detection 
accuracy with an impressive mAP50-95 of 0.911, making them 
the easiest class to detect accurately. In summary, the model 
performs well overall but shows a clear hierarchy in class 
performance. Trucks are detected with the highest accuracy, 
followed by buses and cars, while motorcycles present the 
greatest challenge, highlighting an area for potential 
improvement in detection algorithms. 

Finally, we would calculate the CO emission content based 
on the number of motorized vehicles. Based on table 2, 3 and 4, 
we predicted the CO emission levels in the area on the specific 
time. 

Table VI. total amount of CO emission level 

 
Table Values of CO (gr/m) 

2 (39x0.014) + (35x0.04) + (2x0.011) + (2x0.008) =1.98 

3 (39x0.014) + (14x0.04) =1.106 

4 (6x0.014) + (4x0.04) = 0.24 

 

Referring the assumption used in this study, we can 
conclude that during peak hours the CO emission content is 
1.98 gr/m ≈ 198 gr/100m while at night or during non-peak 
hours the CO emission content decreases to around 1.06 gr/m ≈ 
106 gr/100m (day time) and 0.24 gr/m ≈ 24 gr/100 m (night 
time). 

Instead of focusing on chemicals in the air, this study 
advances traffic-related environmental studies by measuring 
CO emissions using computer vision technology. This work 
uses computer vision technology to propose a novel technique 
to estimate CO emissions based on vehicle recognition and 
counting. This technology enables real-time data collecting and 
analysis, resulting in a more dynamic and responsive 
understanding of transportation emissions. Unlike chemical 
content analysis, which provides a broad assessment of air 
quality, computer vision enables the accurate calculation of 
emissions based on the number and type of vehicles. This 
specificity may lead to more precise estimates of traffic-related 
emissions. Computer vision offers real-time data collecting, 
allowing for instant analysis and insights into traffic patterns 
and their environmental impact. This is very useful for 
conducting timely traffic control initiatives. We can potentially 

construct predictive models for transportation emissions by 
combining computer vision and emission computations, which 
can help with proactive policy creation. To summarize, this 
study improves the field by providing a more precise, rapid, and 
scalable method for measuring CO emissions from 
transportation. This provides us with vital information for 
controlling traffic and developing environmental policies. 

The finding of the study also reveals that peak hours of the 
day have significantly higher CO emissions than non-peak 
hours. This could impact traffic management and 
environmental policies. Traffic management measures like 
adjusting traffic signal timings, adopting congestion pricing, 
and encouraging carpooling during peak hours can help reduce 
congestion and emissions. Encouraging public transit during 
peak hours can also reduce vehicle usage, resulting in lower CO 
emissions. Tougher emission restrictions for vehicles, 
particularly during peak hours, could be implemented. Real- 
time air quality monitoring systems can alert individuals to 
minimize outdoor activities or wear masks during high- 
emission periods. Long-term urban planning can create cities 
with less traffic congestion, such as mixed-use districts. Public 
education on peak hour emissions can lead to behavioral 
adjustments, such as avoiding unnecessary journeys or 
choosing cleaner transportation. These findings can guide 
targeted initiatives for better traffic management and reduced 
environmental impact, ultimately improving air quality and 
public health. 

IV. CONCLUSION 

The study explores the application of the YOLOv9 object 
detection model to monitor traffic and estimate air pollution in 
urban environments. Recognizing the significant environmental 
and health impacts of vehicular emissions, the research focuses 
on using computer vision technology to detect and classify 
vehicles in real-time, providing data on traffic density and 
pollution levels. The system was trained on a diverse dataset 
comprising various vehicle types under different traffic 
conditions and lighting scenarios. Results show the model 
effectively identifies and counts vehicles, with particularly high 
accuracy for larger vehicles like trucks and buses, 98% 
accuracy for car detection, 95% accuracy for truck detection 
and 88% accuracy for bus detection, but limited performance 
for smaller objects like motorcycles, which are often confused 
with the background as well as the camera distance and viewing 
angle of the CCTV camera. 

The study on YOLOv9 for detecting vehicles and 
calculating pollution levels suggests future improvements. It 
suggests experimenting with advanced versions of YOLOv9, 
optimizing the model for unique locations or conditions, and 
integrating data from air quality sensors for improved emission 
estimates. Testing the system in various metropolitan 
environments and including additional pollutants like NOx, 
PM2.5, and PM10 can provide a more comprehensive picture 
of traffic-related environmental consequences. Collaborating 
with environmental scientists can also improve emission 
models and validate calculations using recent scientific 
findings. These recommendations aim to make vehicle 
detection and air pollution assessment technology more 
accurate and helpful. Specifically in this study, by estimating 
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carbon monoxide (CO) emissions based on vehicle counts, the 
study links object detection with air pollution management, 
providing a framework for real-time environmental monitoring. 
While the model achieves strong overall performance, 
challenges in detecting small objects and limitations due to 
camera angles highlight areas for improvement. This work 
underscores the potential of integrating AI with environmental 
policy to optimize traffic flow, reduce pollution, and enable 
more sustainable urban planning. 

The findings pave the way for further research into 
improving detection accuracy and expanding applications to 
broader environmental monitoring scenarios. 
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