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Abstract— The public’s perception of the State Officials’ 

Wealth Report (LHKPN) serves as a vital measure of confidence 

in the government's commitment to transparency and efforts to 

combat corruption.This research seeks to examine public 

sentiment as reflected on the social media platform X. A dataset 

comprising 1,200 tweets was gathered and processed through 

various text mining methods, such as case folding, data cleaning, 

tokenization, normalization, stemming, stopword elimination, and 

TF-IDF vectorization. The tweets were then manually annotated 

into two sentiment categories: positive and negative, with 77.3% 

of tweets labeled as positive and 22.7% as negative. Sentiment 

classification was conducted using two machine learning 

algorithms: Support Vector Machine (SVM) and Naive Bayes. The 

Naive Bayes algorithm recorded an accuracy of 86.66%, with a 

precision of 0.93, a recall score of 0.88, and an F1-score of 0.87. 

Conversely, the SVM model with a linear kernel demonstrated 

superior performance, achieving an accuracy rate of 93.33%, 

along with a precision of 0.93, recall of 0.98, and an F1-score of 

0.95. To uncover frequently occurring topics, WordCloud 

visualizations were generated. These revealed that positive tweets 

often included words such as ‘lapor’ and ‘transparan’, while 

negative ones were more likely to contain terms like ‘bohong’ and 

‘korupsi’. These findings indicate that public sentiment toward the 

LHKPN initiative is largely favorable, despite persistent concerns 

surrounding integrity and trustworthiness in asset reporting. This 

study highlights the effectiveness of sentiment analysis in gauging 

public opinion and informing future policy improvements. 

Keywords— Sentiment Analysis; Naive Bayes; Support Vector 

Machine; LHKPN; Social Media 

I. INTRODUCTION 

Corruption continues to pose a significant challenge to 
governance, particularly in developing nations such as 
Indonesia. In response to this persistent problem, the 
Indonesian government formed the Corruption Eradication 
Commission (KPK), granting it extensive powers to conduct 
investigations and bring corruption cases to justice. [1]. One of 
the primary transparency measures implemented by the KPK is 
the State Officials’ Wealth Report (Laporan Harta Kekayaan 
Penyelenggara Negara or LHKPN), which functions as a 
preventive mechanism to identify inconsistencies in the asset 
declarations of public officials [2]. By fostering openness in 
asset disclosure, the LHKPN system enhances accountability 
and contributes to reinforcing public confidence in governance.  

In recent times, the emergence of digital platforms has 
significantly reshaped the way citizens interact with political 
matters and policy discussions. Platforms like X (previously 
known as Twitter) have evolved into arenas where individuals 
openly share their views regarding governmental transparency 
and ethical governance. These online dialogues provide a rich 
source of data that can be leveraged through sentiment analysis 
to better understand public opinion[3]. 

Sentiment analysis facilitates the automated categorization 
of public opinions based on textual data. This method has seen 
extensive use across multiple fields, including the analysis of 
political developments, policy assessments, and evaluations of 
public services. For example,[4]employed Support Vector 
Machine (SVM) to evaluate public sentiment on the issue of 
lobster seed exports, achieving an accuracy rate of 84.21%. 
Similarly, [5] utilized SVM to analyze public responses during 
the 2019 presidential election, and [3]examined sentiment 
surrounding the KPK Bill, which predominantly reflected 
negative opinions. These findings underscore the reliability of 
machine learning techniques—particularly SVM—in 
interpreting public sentiment on political matters. 

Although sentiment analysis plays a significant role in 
understanding public discourse, specific investigations into 
public sentiment regarding the LHKPN remain scarce. This 
research seeks to fill that gap by conducting an analysis of 
tweets related to the LHKPN using two machine learning 
algorithms: Support Vector Machine (SVM) and Naive Bayes. 
Through performance evaluation and comparison of these 
models, the study offers empirical evidence on public 
perceptions of asset disclosure by state officials. The results aim 
to contribute to enhancing policy communication, promoting 
greater transparency, and utilizing social media as a strategic 
instrument to measure public trust. 
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II. LITERATURE REVIEW 

 
Figure. 1 Conceptual Framework 

The conceptual framework outlines the process of data 

acquisition, preprocessing, sentiment labeling, classification, 

and evaluation used in this study. 

 

A. Sentiment Analysis 

Sentiment analysis is a method within Natural Language 

Processing (NLP) that focuses on detecting and categorizing the 

sentiments or emotional tones present in textual data. It is 

commonly employed to gain insights into public attitudes 

toward various entities, policies, or occurrences. When applied 

to social media, sentiment analysis enables the transformation 

of vast amounts of unstructured data into meaningful and 

actionable information [6]. 

B. Naive Bayes Classifier 

Naive Naive Bayes is a classification technique grounded in 

Bayes' Theorem, operating under the strong assumption that 

each feature—such as individual words in a document—is 

independent of one another. Despite this assumption, the 

method has demonstrated high effectiveness in text analysis 

tasks, valued for its simplicity and strong performance in 

classification accuracy.[7]. 

C. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a machine learning 

technique known for its strong performance in handling high-

dimensional datasets, such as textual data. It operates by 

identifying the optimal hyperplane that effectively separates 

data points into distinct classes. The advantage of SVM is its 

ability to handle irregular and complex data efficiently[8] 

D. State Official Wealth Report (LHKPN) 

The LHKPN is a wealth disclosure system administered by 

Indonesia’s Corruption Eradication Commission (KPK), 

designed as a mechanism for public oversight to deter 

corruption. It enables citizens to evaluate the integrity of public 

officials by examining the transparency of their declared 

assets.[2]  

E. Related Research 

Various previous studies have effectively applied sentiment 

analysis to assess public opinion on governmental and political 

matters in Indonesia. These studies frequently employed 

machine learning algorithms such as Support Vector Machine 

(SVM) and Naive Bayes, recognized for their strong 

performance in text classification tasks. [4] Several studies have 

utilized Support Vector Machine (SVM) to classify sentiment 

on various political and governmental issues in Indonesia. For 

example, one study applied SVM to analyze public sentiment 

related to the controversy over lobster seed exports, achieving 

an accuracy rate of 84.21%, thereby demonstrating SVM’s 

effectiveness in addressing issue-specific sentiment analysis on 

Indonesian Twitter data. Likewise, [5] implemented SVM to 

examine sentiments during the 2019 presidential election, 

attaining an accuracy of 91.5%, further affirming SVM’s 

reliability in mining political opinions.[3]  

also used SVM to explore public reactions to the revision of 

the KPK Law, identifying a predominant negative sentiment 

(60.9%). Their findings highlighted Twitter's potential as a real-

time platform for gauging public responses to controversial 

legislative changes. In another study, [9] compared the 

performance of SVM and Naive Bayes in analyzing sentiment 

regarding the Jakarta gubernatorial election, with results 

showing that SVM surpassed Naive Bayes in both accuracy and 

precision.[10]  

examined the performance of Naive Bayes Classifier 

(NBC), K-Nearest Neighbors (KNN), and SVM in evaluating 

public sentiment toward government performance. Among 

these algorithms, SVM delivered the highest performance, 

further validating its robustness in text-based sentiment 

analysis.While these studies have provided meaningful insights 

into sentiment analysis using machine learning in the context of 

elections, public policies, and services, none have specifically 

investigated public sentiment regarding state wealth 

transparency through the LHKPN system. This study addresses 

that gap by applying SVM and Naive Bayes to assess public 

opinion on LHKPN, thereby contributing a novel perspective. 

It expands the application of sentiment analysis into the domain 

of institutional transparency and preventive anti-corruption 

efforts—an area that remains underrepresented in current 

research. 

III. RESEARCH METHODOLOGY 

This study adopts a quantitative methodology by 

leveraging machine learning algorithms to categorize public 

sentiment toward the State Officials’ Wealth Report (LHKPN) 

as expressed on the social media platform X. The method 

ological stages include data collection, preprocessing, 

annotation, feature extraction, classification, and evaluation. 
1) Data Collection  

A total of 1,200 tweets related to LHKPN were collected 
using the X API v2 (formerly Twitter API). Keywords such as 
“LHKPN”, “lapor harta”, and “transparansi pejabat” were used 
to retrieve relevant tweets. Data was gathered using the Tweepy 
library in Python, executed within the Google Colaboratory 
environment. In accordance with ethical research standards, all 
personally identifiable information was either removed or 
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anonymized during the preprocessing stage.  

2) Data Preprocessing 
3) The tweets underwent multiple preprocessing steps to 

standardize the data: 
1. Case Folding 

 - Converting all characters in the text to lowercase 
to standardize the input data. 

2. Cleansing 
 - Removing unnecessary elements such as 
punctuation marks, special characters, numbers, 
and hyperlinks to reduce noise in the dataset. 

3. Tokenizing 
- The text was segmented into individual words 

or tokens to enable more detailed analysis at 
the lexical level. 

4. Normalization 
- Converting informal or slang words into their 

formal equivalents, for example using a 
dictionary or predefined list. 

5. Stemming 
- Words were reduced to their root or base 

forms using an algorithm such as the Nazief-
Adriani stemmer, which is specifically 
designed for the Indonesian language. 

6. Stopword Removal 
- Common words that do not carry significant 

sentiment, such as "dan", "yang", and "itu", 
were removed because they are irrelevant for 
sentiment classification. 

F. Data Annotation 
The dataset was manually labeled into two sentiment 
categories: positive and negative. Annotation was 
performed by three independent human annotators with 
background in data science and communication studies. 
Each tweet was assessed in terms of its tone, context, and 
underlying meaning. Any disagreements among annotators 
were addressed through discussion, and inter-annotator 
agreement was tracked to maintain consistency in the 
labeling process. The final distribution was 77.3% positive 
(925 tweets) and 22.7% negative (275 tweets).   
Annotation Examples: 

• Positive: “Bagus sekali pejabat ini, sudah 
melaporkan kekayaannya secara transparan.” 

• Negative: “Pejabat kok tidak lapor harta, pasti 
ada yang disembunyikan.” 

G. Feature Extraction 
Text data was transformed into numerical features using the 
Term Frequency–Inverse Document Frequency (TF-IDF) 
method. This method quantifies a word’s relevance within a 
document in relation to the entire corpus, making it well-
suited for high-dimensional text classification tasks. The 
resulting TF-IDF matrix served as input for the machine 
learning algorithms.  

H. Data Splitting and Balancing 
The dataset was split into 80% for training and 20% for 
testing using a stratified method to preserve the distribution 
of sentiment classes. To address class imbalance, the 
Synthetic Minority Over-sampling Technique (SMOTE) 
was employed on the training data. This technique enhances 

the representation of the minority class by generating 
synthetic samples through interpolation between existing 
instances, thereby improving the model’s capacity to learn 
from the limited negative class data. 

I. Classification Algorithms 
Two classification models were implemented and 
compared:  

• Naive Bayes (Multinomial NB): A probabilistic 
model assuming feature independence, commonly 
used in text classification due to its simplicity and 
speed. 

• Support Vector Machine (SVM): Implemented with 
a linear kernel and regularization parameter C = 
1.0, SVM was selected for its ability to handle 
high-dimensional and sparse data typical of 
textual inputs. 

J. Evaluation Metrics 
To evaluate the effectiveness of the models, several 
performance metrics were utilized: 

• Accuracy: Measures the proportion of total 
predictions that the model got right, reflecting its 
overall reliability. 

• Precision: Represents the ratio of correctly 
predicted positive cases to all instances that were 
labeled as positive, highlighting the model’s ability 
to avoid false positives. 

•  Recall: Indicates the proportion of actual positive 
instances that were successfully detected by the 
model, emphasizing its sensitivity to relevant data. 

• F1-Score: Combines both precision and recall into 
a single score using their harmonic mean, making 
it particularly valuable when dealing with uneven 
class distributions. 

• Confusion Matrix: A comprehensive table that 
categorizes prediction outcomes into true 
positives, true negatives, false positives, and false 
negatives. It provides an in-depth view of how the 
model performs across different classification 
outcomes, aiding in the identification of specific 
areas for improvement. 

IV. RESULTS AND DISCUSSION 

The first step in this research involved collecting tweets 

related to the State Officials' Wealth Report (LHKPN) using 

the X API v2. This was conducted using Python and the 

Tweepy library within Google Colaboratory. A total of 

1,200 tweets were gathered based on keywords such as 

"LHKPN", "lapor harta", and "transparansi pejabat". 

 

 
Figure 2 Crawling Data 

Figure 2 shows the Python script implementation used to 

perform tweet crawling, including authentication process 
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and query formulation. 

the raw tweets were reviewed. These included various 

expressions of public opinion ranging from support for 

transparency to criticism of corruption. 

 
Figure 3 Random data crawling results 

Figure 3 displays a screenshot of the raw dataset structure, 

which includes tweet ID, timestamp, tweet text, and user 

information. All personal identifiers were anonymized for 

ethical compliance. 

The tweets underwent multiple preprocessing steps to 

clean and standardize the data for sentiment classification. 

 
Figure 4 Data Processing Results 

Figure 4 demonstrates a sample of tweets before and after 

preprocessing, showing the transformation from noisy text to a 

clean token list ready for vectorization. 

Insert a screenshot of the code or interface used in Google 

Colab that demonstrates the data crawling process using the X 

API v2. This can be a snippet of Python code with function calls 

such as tweepy.Client() or search_recent_tweets() along with a 

visible terminal output showing total tweets collected., 

conducted via Google Colaboratory to collect tweet data 

containing keywords related to the LHKPN. This initial step 

resulted in 1,200 tweets for analysis. 

Results tweets were manually labeled into positive and 

negative sentiments. This involved human annotators assessing 

the tone and implication of each tweet based on contextual 

interpretation. 

 
Figure 5 Manual data labeling results 

Figure 5 shows labeled data samples, where tweets are 

presented with corresponding sentiment labels. This figure is 

intended to demonstrate the outcome of manual sentiment 

annotation conducted during the labeling stage. Each tweet is 

assessed based on its linguistic tone and context, and then 

assigned either a 'Positive' or 'Negative' sentiment. 

In the example shown in Figure 4, two tweets that express 

support or appreciation for transparency in public official 

reporting are labeled as Positive, while two tweets that express 

skepticism or criticism towards the LHKPN process are labeled 

as Negative. This stage is crucial for ensuring that the 

supervised learning model is trained with correct and 

contextually appropriate data. 

Each tweet is assigned either a positive or negative 

sentiment, with a total of 925 positive and 275 negative entries. 

the data revealed an imbalance with significantly more positive 

tweets. 

 

Figure 6 Distribution of Sentiment Data Labeling 

Figure 6 presents a bar chart that visualizes the total count 
of positive and negative sentiments observed in the dataset. 
This chart serves to give a quick and intuitive overview of the 
sentiment distribution resulting from the manual annotation 
process. 

As depicted, the positive sentiment category significantly 
outnumbers the negative one, with 925 tweets classified as 
positive and 275 as negative. The dominance of positive 
sentiment reflects the general tone of public discourse on 
Twitter regarding the LHKPN. Such visual representation 
supports further analysis and model training by confirming the 
class imbalance, which is subsequently addressed using 
techniques like SMOTE. 

To prepare the data for machine learning, the tweet texts 
were transformed into numerical vectors using the Term 
Frequency-Inverse Document Frequency (TF-IDF) method. 
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Figure 7 Text Vaccination Results 

Figure 7 illustrates a portion of the TF-IDF matrix, 
showing token importance across sample documents. This 
figure is designed to provide insight into how unstructured 
tweet text is quantitatively represented for machine learning 
processes.  

To convert text data into a numerical format compatible 
with machine learning algorithms, this research implemented 
the Term Frequency–Inverse Document Frequency (TF-IDF) 
technique. This approach assigns a weight to each term based 
on how often it appears in a particular document (term 
frequency) and how rare it is across all documents in the dataset 
(inverse document frequency). Words that are frequently used 
in an individual tweet but rarely appear in the overall corpus are 
given greater importance, making them more influential in the 
classification process.  

In contrast to Count Vectorization, the TF-IDF method 
demonstrates superior capability in identifying significant 
terms while effectively reducing the influence of frequently 
occurring, non-informative words. In this study, the 
preprocessing steps combined with the TF-IDF transformation 
generated 2,311 distinct features, which served as input for the 
classification algorithms.  

This method was chosen due to its computational 
efficiency and strong performance in prior sentiment analysis 
studies. The resulting TF-IDF matrix provided a high-
dimensional, sparse representation of tweet content, allowing 
SVM and Naive Bayes to learn sentiment-related patterns 
effectively. 

was divided into training and testing sets in an 80:20 ratio 
to evaluate model performance effectively. 

 

Figure 8 Data splitting results 

Figure 8 displays the proportion and count of training and 
test data points per sentiment category. This figure aims to 
explain how the dataset was divided to ensure robust evaluation 
of model performance. 

An 80:20 data split is a widely adopted approach in 
machine learning, enabling the model to train on the bulk of the 
dataset while assessing its ability to generalize using the 
remaining unseen portion. The accompanying visualization 
illustrates how the data is distributed across classes in both sets, 
providing clarity and transparency during the model preparation 
stage.  

To address the issue of imbalanced data, this study 
employed the Synthetic Minority Over-sampling Technique 
(SMOTE) on the training dataset. By generating artificial 
samples for the underrepresented class—specifically, those 
labeled with negative sentiment—SMOTE helped balance the 
dataset. This enhancement enabled the classification models to 
better capture and recognize sentiment trends across both 
majority and minority classes, ultimately improving predictive 
performance.  

 

Figure 9 Data Smote Method 

Figure 9 provides a visual explanation of the SMOTE 
process and how synthetic samples are generated. This 
technique is applied to balance the dataset by oversampling the 
minority class. 

The illustration demonstrates how SMOTE operates 
conceptually by generating synthetic samples along the lines 
connecting minority class samples with their nearest neighbors. 
By introducing these artificial instances, the dataset becomes 
more balanced, which in turn improves the model’s 
classification accuracy—especially in correctly identifying 
samples belonging to the minority class, such as those 
expressing negative sentiment. 

results showed that 77.3% of the data were classified as 
positive sentiment and 22.7% as negative. 
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Figure 10 Sentiment Analysis Results 

Figure 10 presents the overall sentiment analysis result. 
This pie chart is a summarization of the sentiment 
classification, showing the proportion of tweets categorized as 
positive and negative after the model predictions. 

The dominance of positive sentiment in the chart reflects 
the overall tone of public perception on Twitter toward the 
LHKPN. The visual also validates the earlier manual annotation 
distribution and supports the interpretation that the public tends 
to support transparency initiatives. 

TABLE I.  MODEL PERFORMANCE EVALUATION REPORT 

 Precision Recall F1-Score Support 

Negative 0.73 0.84 0.78 69 

Positive 0.93 0.88 0.90 171 

Accuracy   0.87 240 

Macro Avg 0.83 0.86 0.84 240 

Weighted 

Avg 

0.87 0.87 0.87 240 

 
TABLE I displays the classification report for the Naive 

Bayes algorithm, highlighting key performance indicators such 
as accuracy, precision, recall, and F1-score. This report 
provides a detailed overview of how well the model performs 
across various sentiment categories. 
The presented metrics reflect the model’s capability to 
distinguish between positive and negative sentiments. 
Accuracy indicates the proportion of correct predictions 
overall, while precision and recall delve into how effectively 
the model identifies each sentiment type. The F1-score, which 
combines precision and recall into a single measure, proves 
especially useful in scenarios with imbalanced sentiment 
distributions.  

TABLE II.  SVM MODEL PERFORMANCE EVALUATION REPORT 

 Precision Recall F1-Score Support 

Negative 0.95 0.81 0.88 69 

Positive 0.93 0.98 0.95 171 

Accuracy   0.93 240 

Macro Avg 0.94 0.90 0.91 240 

Weighted 

Avg 

0.93 0.93 0.93 240 

 
TABLE II Displays the classification report for the SVM 

model, which demonstrated superior performance compared to 
Naive Bayes across all evaluation metrics. This figure provides 

a comprehensive summary of the SVM model’s effectiveness 
in performing the sentiment classification task.  

The higher values in precision, recall, and F1-score 
compared to the Naive Bayes model suggest that SVM is more 
robust, especially in identifying minority class instances. This 
supports the selection of SVM as the preferred model for this 
particular sentiment analysis case. 

• Naive Bayes: Accuracy 86.66%, precision 0.93, 
recall 0.88, f1-score 0.87 

• SVM: Accuracy 93.33%, precision 0.93, recall 0.98, 
f1-score 0.95 
 

TABLE III.  CONFUSION MATRIX NAIVE BAYES 

 Actual: Positive Actual: Negative 

Predicted: Positive TP: 150 FP: 11 

Predicted: Negative FN: 21 TN: 58 

Table III  The Naive Bayes algorithm attained an accuracy 

rate of 86.66%, but it exhibited a noticeable tendency to 

incorrectly classify several positive tweets. According to the 

confusion matrix, it successfully identified 150 tweets as true 

positives and 58 as true negatives. Nevertheless, 21 positive 

tweets were mistakenly categorized as negative (false 

negatives), and 11 negative tweets were classified as positive 

(false positives). Despite achieving high precision in detecting 

positive sentiment, the substantial number of false negatives led 

to a lower recall, highlighting the model’s limitations in 

accurately capturing negative sentiment. 

TABLE IV.  CONFUSION MATRIX SVM 

 Actual: Positive Actual: Negative 

Predicted: Positive TP: 168 FP: 13 

Predicted: Negative FN: 3 TN: 56 

 

On the other hand, the Support Vector Machine (SVM) 

model delivered better overall results, reaching an accuracy of 

93.33%. As reflected in the confusion matrix, the model 

accurately recognized 168 positive tweets (true positives) and 

56 negative tweets (true negatives), with only 3 positive tweets 

misclassified as negative (false negatives) and 13 negative 

tweets incorrectly labeled as positive (false positives). The 

minimal false negative rate suggests that the model possesses a 

high recall, indicating its effectiveness in identifying genuine 

positive sentiments. While a few misclassifications occurred in 

the negative class, the results overall affirm that SVM is more 

consistent and dependable than Naive Bayes for sentiment 

classification within this dataset. 

 

Figure 11 Positive Sentiment WordCloud 

Figure 15 illustrates the WordCloud for positive sentiment 
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tweets. This visualization highlights the most frequently 
occurring keywords in tweets labeled as positive. 

The larger the word appears in the WordCloud, the more 
frequently it occurs in the dataset. Words such as "lapor," 
"transparan," and "harta" are indicative of public approval, 
often linked with praise for transparent reporting practices or 
admiration for public figures who disclose their wealth 
properly. The WordCloud serves as a visual summary of public 
expressions of trust and appreciation toward the LHKPN 
process. Prominent keywords consist of terms like “lapor,” 
“transparan,” and “harta,” along with mentions of notable 
individuals such as ministers or celebrities known for 
advocating transparency.  

 

Figure 12 Negatif Sentiment WordCloud 

Figure 16 shows the WordCloud for negative sentiment 
tweets. This figure emphasizes the dominant words used in 
tweets expressing dissatisfaction, skepticism, or criticism 
toward the LHKPN. 

Prominent terms like "bohong," "korupsi," and 
"tidaklapor" suggest public concerns about dishonesty and lack 
of compliance by some officials. The negative WordCloud 
helps identify key issues in public discourse and reflects areas 
where transparency efforts may still be perceived as 
insufficient. Keywords like “bohong,” “korupsi,” and 
“tidaklapor” reflect public skepticism regarding the integrity of 
certain officials in disclosing their assets.  

Dominant keywords: 

• Positive: "lapor" (report), "transparan" 
(transparent) 

• Negative: "bohong" (lie), "korupsi" (corruption) 

SVM shown better performance due to its capability to handle 
high-dimensional data with complex distributions. These 
findings are consistent with previous studies. 

V. CONCLUSION 

 This research effectively categorized public sentiment 
regarding the State Officials’ Wealth Report (LHKPN) shared 
on the social media platform X by utilizing Support Vector 
Machine (SVM) and Naive Bayes algorithms. A total of 1,200 
tweets were gathered and manually annotated as either positive 
or negative, with 77.3% identified as positive and 22.7% as 
negative. The sentiment analysis process involved thorough 
text preprocessing and TF-IDF feature extraction, followed by 
an 80:20 split between training and testing datasets. 
The evaluation revealed that the SVM model surpassed Naive 
Bayes across all perforsmance indicators, achieving 93.33% 
accuracy, 0.93 precision, 0.98 recall, and an F1-score of 0.95. 

Although Naive Bayes proved to be a fast and straightforward 
approach, its accuracy reached only 86.66%, and it struggled 
with identifying negative sentiment effectively. The analysis 
was further reinforced by WordCloud visualizations, which 
highlighted commonly used terms in each sentiment category—
such as lapor (report), transparan (transparent), and jujur 
(honest) in positive tweets, and bohong (lie), korupsi 
(corruption), and tidaklapor (not reporting) in negative ones. 
 The findings indicate that public perception of the 
LHKPN initiative is largely positive, reflecting strong support 
for transparent disclosure of state officials’ assets. These 
insights can provide valuable guidance for policymakers, 
particularly the Corruption Eradication Commission (KPK), in 
evaluating public confidence in asset reporting systems and 
enhancing their outreach and communication efforts. 
Moreover, the existence of critical viewpoints underscores the 
public’s call for stronger verification mechanisms and stricter 
enforcement of asset declaration policies.  
 Looking ahead, this research is limited to binary sentiment 
classification using traditional machine learning algorithms. 
Future research is recommended to investigate more advanced 
approaches, such as deep learning techniques like Long Short-
Term Memory (LSTM) and Bidirectional Encoder 
Representations from Transformers (BERT), which are capable 
of capturing deeper semantic meaning and contextual nuances 
in sentiment analysis. Additionally, incorporating multi-class 
sentiment classification (e.g., positive, negative, neutral, 
sarcastic), topic modeling, and temporal trend tracking could 
offer richer insights into public opinion and deliver more 
adaptive, real-time feedback to support transparency initiatives 
in governance. 
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