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Abstract— This study investigates the classification of 

West and South Sundanese dialects using Random Forest 

(RF) and Support Vector Machine (SVM). Using a dataset 

of 100 recordings with features extracted via Mel 

Frequency Cepstral Coefficient (MFCC), models were 

evaluated by accuracy, precision, recall, and F1-score. 

Results show RF achieved an accuracy of 93.33%, 

outperforming SVM's 73.33%. The analysis demonstrates 

that RF is more reliable in distinguishing dialectal features. 

This research contributes to regional speech recognition, 

supporting language preservation and improved dialectal 

analysis. 
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I. INTRODUCTION  

Machine learning (ML) and speech recognition 

technologies have advanced significantly in recent years, 

impacting numerous sectors such as linguistics, healthcare, and 

information systems [1], [2], [3]. The ability to recognize 

dialects accurately plays an important role in preserving 

regional languages and improving personalized speech 

applications [4], [5]. However, the focus of most speech 

recognition systems remains on major languages, often 

neglecting the acoustic complexity of regional dialects like 

West and South Sundanese [6], [7]. 

The limitation of existing models to differentiate subtle 

variations among dialects leads to decreased inclusivity and 

accuracy in voice-driven systems [8], [9]. In previous studies, 

Random Forest (RF) and Support Vector Machine (SVM) 

algorithms have shown effectiveness in various classification 

tasks. RF has been successfully used for sentiment analysis 

[10], land use classification [7], speech emotion recognition , 

and English dialect identification [1]. RF models demonstrate 

advantages in handling high-dimensional and nonlinear 

datasets  [11], [12], which are common in speech and audio 

analysis  [13], [14]. 

Support Vector Machine (SVM), on the other hand, has 

been applied for tasks such as bird species audio classification 

, gender recognition from voice [14], and emotion expression 

detection in speech [15]. Studies have indicated that SVM can 

achieve high accuracy in well-structured datasets, although it 

may struggle with highly complex patterns compared to 

ensemble methods like RF [8], [16]. 

Hybrid and optimized models have also emerged to enhance 

classification accuracy. For example, CNN-Attention-

Optimized RF models have been developed for detecting 

abusive tweets [5], and multimodal machine learning has been 

applied to detect markers of mental health through speech [9]. 

Feature extraction methods, particularly Mel-Frequency 

Cepstral Coefficients (MFCC), are commonly employed in 

speech analysis for their ability to capture critical acoustic 

features [17], [18], [19]. 

The availability of Sundanese speech datasets [13], opens 

opportunities for studying regional dialects. However, existing 

research has focused more on disease detection [11], [16], urban 

land use mapping [17], action recognition [15], and sentiment 

analysis [20], leaving a gap in the classification of Sundanese 

dialects using RF and SVM approaches. 

Furthermore, studies have highlighted the importance of 

adapting classification systems to specific acoustic patterns in 

regional languages [21], [22], [23]. The combination of feature 

selection and ensemble models has shown potential for 

improving classification performance in complex datasets, 

including speech impairments and voice disorders [24], [22]. 

Although comparative studies between RF and SVM have 

been conducted in other domains such as medical diagnostics 

[24], tree species classification [25], risk analysis in peer-to-

peer lending [26], and judicial decision predictions [27], 

research directly comparing the two algorithms for Sundanese 

dialect classification remains scarce. 

This research contributes to filling this gap by directly 

comparing RF and SVM in Sundanese dialect classification, 

which has not been extensively explored in past studies. The 

novelty lies in the application of MFCC features on local dialect 

audio combined with classical ML classifiers. Therefore, this 

study aims to fill this research gap by conducting a comparative 

analysis of the Random Forest and Support Vector Machine 

algorithms, using MFCC feature extraction, for the 

mailto:dulhalimanshor@pelitabangsa.ac.id


 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 02, PP 269-276 
 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i2.2347, Copyright ©2025 

Submitted : April 30, 2025, Revised : May 9, 2025, Accepted : May 14, 2025, Published : May 26, 2025 

270 

 

classification of West and South Sundanese dialects. 

II. RESEARCH METHODOLOGY 

This study implements the Random Forest (RF) and Support 

Vector Machine (SVM) algorithms for the classification of 

limited sources of discussion of West and South Sundanese 

dialects. For this reason, this study is divided into a number of 

stages consisting of data collection, sound feature actracy, data 

sharing, model training, and model evaluation using relevant 

metrics [1] [2]. The research stages are shown in Figure 1. 

 
 

 

Fig. 1. The research stages 

The studied literature has been categorized into three subject 

categories for clarity: (1) RF/SVM in audio classification, (2) 

MFCC in dialect detection, and (3) speech recognition in low-

resource languages. 

 

A. RF and SVM in Audio Classification  

Random Forest (RF) and Support Vector Machine (SVM) are 

extensively employed in audio classification endeavors.  

Random Forest (RF) has demonstrated considerable accuracy 

and resilience in tasks such as dialect identification and emotion 

detection, attributed to its ensemble characteristics and capacity 

to handle nonlinear data [1], [18]. SVM demonstrates efficacy 

with smaller, well-organized datasets and has been employed in 

applications such as avian species identification,  and gender 

categorization from audio .  Both models function as robust 

baselines for dialect classification  [2], [14]. 

B. MFCC in Dialect Identification 

 The Mel-Frequency Cepstral Coefficients (MFCC) 

methodology is a preeminent feature extraction method in 

speech analysis, esteemed for its capacity to emulate the human 

auditory system.  It catches acoustic subtleties, rendering it 

especially proficient in dialect and accent categorization [11], 

[17]. MFCC has been extensively utilized in applications like 

emotion recognition, speaker verification, and dialect profiling. 

C. Speech Recognition in Resource-Scarce Languages 

 Sundanese is classified as a low-resource language, and 

current studies suggest that conventional machine learning 

models such as Random Forest (RF) and Support Vector 

Machines (SVM) may surpass deep learning models in 

scenarios with minimal data [9], [21]. Previous research 

underscores the necessity of employing efficient algorithms and 

strong feature extraction methods in environments 

characterized by limited annotated data and significant dialectal 

complexity. 

D. Data Collection 

The Sundanese ASR dataset, available at Kaggle, contains 

a collection of Sundanese-language audio recordings 

accompanied by their corresponding text transcriptions. This 

dataset serves as a reliable resource for speech recognition 

tasks, particularly in dialect classification. 

In this study, the data was divided into 70% for training and 

30% for testing. This split was chosen to ensure balanced model 

evaluation, helping to maintain validity while minimizing the 

risk of overfitting [6].  

For the training process, Random Forest (RF) and Support 

Vector Machine (SVM) algorithms were implemented using 

features extracted through Mel-Frequency Cepstral 

Coefficients (MFCC) [7]. The performance of both models was 

assessed using standard evaluation metrics, including accuracy, 

precision, recall, and F1-score. Additionally, ROC curves and 

confusion matrices were employed to provide deeper insights 

into classification effectiveness and error distribution [1].  

E. Feature Extraction with Mel-Frequency Cepstral 

Coefficients (MFCC) 

MFCC is a crucial technique in speech signal processing 

used to extract the key features of spoken audio. The process 

begins with pre-emphasis, which amplifies high frequency 

components, followed by segmenting the signal into frames and 

applying a Hamming window to ensure smooth transitions 

between segments. Next, the Fast Fourier Transform (FFT) 

converts the signal from the time domain into the frequency 

domain. The Mel scale is then applied to adjust the frequency 

representation in a way that aligns with human auditory 

perception. Finally, the Discrete Cosine Transform (DCT) 

reduces the spectral information into a set of essential 

coefficients that are efficient for the classification process. [2], 

[14]. 

. 
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F. Model Training 

a. Random Forest (RF) 

Random Forest (RF) is an ensemble-based machine 

learning algorithm that builds multiple decision trees to 

improve classification accuracy. Each tree is trained using a 

random subset of the data and features, thus minimizing the risk 

of overfitting. Two important parameters in RF are the number 

of trees (n_trees) and the maximum depth of the tree 

(max_depth), which are usually adjusted through an 

optimization process [1], [14]. 

The RF model combines the results of a number of 

trees to produce a final prediction. The final prediction is 

calculated by the decision of combining each tree with an 

average or majority vote, which can be expressed by equation 

1. 

                                                                                                       

�̂� =
1

𝑛_𝑡𝑟𝑒𝑒𝑠
 ∑ 𝑇𝑖(𝑥)𝑛_𝑡𝑟𝑒𝑒𝑠

𝑖+1                            (1) 

                                                          

where Ti(x) is the prediction from the i-th tree to the 

input x. The main parameters of RF are the number of trees 

(n_trees) and the maximum depth (max_depth), which are set 

to achieve the best performance [1]. RF has advantages in 

handling complex data and often shows better performance 

compared to other algorithms on non-linear data, as proven in a 

number of previous studies [9]. 

b. Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a classification 

algorithm that works by determining the best hyperplane to 

separate two groups of data in a high-dimensional space. This 

algorithm is known to be reliable in handling linear and non-

linear data, thanks to its ability to utilize kernel functions. In 

this context, linear kernels and Radial Basis Function (RBF) are 

used to test the performance of SVM on voice data in various 

dialects. [21]. The decision function in the SVM method can be 

explained through Equation 2 

 

𝑓(𝑥) = 𝑠𝑖𝑔𝑛 (∑ 𝛼𝑖𝑦𝑖𝐾(𝑥𝑖, 𝑥) + 𝑏)

𝑁

𝑖−1

)          (2)         

                                     

Where: 

α i is the coefficient obtained during the training process and is 

only evaluated as zero For the support vector, 

yi is the class label of the training data, 

K(xi,x) is the kernel function that measures the similarity 

between the training data xi and the input bias x, 

B For the Radial Basis Function (RBF) kernel, The kernel 

function K(xi,x) is defined by equation 3.  

 

                         K(xi,x) = exp(− γ ∥ xi −x ∥ 2)         (3) 

 

In the SVM algorithm, there are two main parameters 

that need to be set, namely the C value and gamma (γ). The C 

parameter plays a role in controlling the balance between the 

class separation margin and tolerance for misclassification, 

while γ regulates the extent to which a data point influences the 

shape of the decision boundary. In this study, both parameters 

were optimized with the aim of obtaining the best classification 

accuracy in recognizing Sundanese dialects [6] 

G. Model Evaluation 

In the classification process, evaluating model 

performance is not just a formality, but an important part so that 

we know how well the model reads patterns from complex data, 

especially if the data distribution is unbalanced. In this study, 

several indicators were used, ranging from accuracy to ROC-

AUC. Indeed, accuracy is often the initial benchmark, but to be 

honest, this metric can be misleading if one class is much larger 

in number. Therefore, precision and recall are more reliable, 

especially to see how often the model actually recognizes 

important classes. F1-score is also a complement, because it 

balances the two metrics in one number. Finally, we also need 

a confusion matrix and ROC curve so that we can see the error 

map and how well the model distinguishes between West and 

South Sundanese dialects, especially when comparing the 

Random Forest and SVM algorithms. 

III. RESULT AND DISCUSSION 

This section explains the results of the voice data processing 

process from the West and South Sundanese dialects. The voice 

data was first converted into numbers using the MFCC method, 

so that it could be read by a computer. Now, after becoming 

numbers, the data was processed using two models  Random 

Forest and SVM to help recognize the characteristics of each 

dialect. The goal is for the system to be able to know the 

difference between the voices from the two regions more 

accurately. 

 

A. Feature Extraction Results Using MFCC 

Using the MFCC feature extraction process, the Sundanese 

dialect voice signal is converted into numeric data form through 

several stages, namely pre-emphasis, framing, windowing, fast 

Fourier transform (FFT), Mel filter, and discrete cosine 

transform (DCT). From a total of 100 voice recordings 

analyzed, each produced 13 MFCC coefficient values, which 

were then used as input for the Random Forest and Support 

Vector Machine algorithms. Both models are used to 

distinguish the characteristics between the West and South 

Sundanese dialects. Details of the results are presented in Table 

1. 

TABLE I.  TRANSFORMATION RESULTS 
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a. Pre-emphasis 

The purpose of pre-emphasis is to amplify the signal at high 

frequencies and reduce noise. With a constant filter. The 

calculation at the pre-emphasis stage is done as follows: 

 

y[0] = 5.5348501 

y[1] = y[1]-0.97(y[0]) = (-2.7390197)-0.97(5.5348501) = -

8.1078242 

 

The pre-emphasis process as shown in Figure 2 aims to enhance 

high-frequency components, which are vital for phoneme 

recognition and improve the performance of Random Forest 

and SVM in classifying Sundanese dialects. This process adds 

validity to the extraction and training of the model. 

 

 

 

Fig. 2. Comparison Signal Before and After Pre-emphasis 

b. Windowing 

If the study of the function window is a hamming window, then 

the n-th function signal data window with the hamming window 

can be calculated using the n-th function signal data window 

calculation formula as follows: 

 

w(0) = 0,54 – 0,46 (2π(0) 520 )  

         = 0,54 – 0,46 cos(0) =0.08 

 

After marking the nth window function obtained from the signal 

data, the windowing formula is used to calculate the windowing 

result x(n). The windowing result x(n) is obtained by the nth 

double sign signal frame signal (y(n)) with the window function 

w(n). The windowing calculation is done as follows: 

 

x(0) =y(0) × w(0) 

= (7,13790068) × 0,08 = 5.71032054 

 

In Figure 3, it is shown that the use of Hamming window 

reduces the amplitude at the edges of the frame, while retaining 

it in the center, and helps reduce distortion and improve 

frequency analysis 

 

.

 

Fig. 3. Effect of windowing process on the first frame 

c. Fast Fourier Transform (FFT) 

The FFT process converts signals from the time 

domain to the frequency domain. With the number of samples 

N = 512, the calculation process in the Fast Fourier Transform 

process is as follows: 

 

s(0) = ∑ 512−1 n = 0 x ( n ) e − j 2 πn (0) /512 
s(0) = (5.71032054)e− j 2 π (0)(0) /512 + 
(8.19981570)e− j 2 π (1)(0) /512 
+ (6.11131231)e− j 2 π (2)(0) /512 + (1.22343630)e− j 2 
π (3)(0) /512 
+ (7.83836882)e− j 2 π (4)(0) / 512 + (7.12290406)e− j 
2 π (511)(0)/512 
s(0) = 7.08910173 

 

Figure 4 shows the amplitude spectrum of the first frame of 

the audio signal after going through the FFT process. There, 

the frequency (in Hertz) is displayed on the horizontal axis, 

while the vertical axis shows how much signal energy appears 

at each frequency. 

 

 

Fig. 4. First frame magnitude spectrum after FFT 
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d. Mel Filter Bank 

The FFT energy spectrum is filtered using the Mel scale to 

approximate human hearing perception. The Mel Scale 

calculation is done as follows: 

When zero frequency is entered into the Mel scale formula, the 

result is indeed zero too  this is logical because there is no 

frequency that can be measured yet. But when we try to enter 

the number 5000 Hz into the same formula, the result is around 

236.4. From there, we can see that in the context of this 

measurement, the lowest Mel value is 0, and the highest is 

around 236. So, this scale difference is what will later be used 

to adjust the perception of sound based on frequency. 

 

e. Discrete Cosine Transform (DCT) 

DCT can be used to compress frequency information and 

generate MFCC coefficients. For the calculation of the first 

coefficient, N is set to 40 

 

𝑐(𝑜) = 2 ∑ xncos
(2n+1)(0)

2𝑁

40−1
𝑛=0   

=2[236.40458953cos(0) + (-234.26287304cos(0)) + (-
208.0816647cos(0)) 
+...+(164.66021165)cos(0))] = -41.2797366 
c(0) = (-41.2797366) x 1 /√4(40) = -3.24568825 
 

The value of the first DCT coefficient is -3.24568825. The 

distribution of MFCC coefficients, which reflects the acoustic 

characteristics, is illustrated in Figure 5 

 

 
 

Fig. 5. Distribution of MFCC coefisients after discrete cosine transform 

B. Classification Results Using Random Forest (RF) and 

Support Vector Machine (SVM) Algorithms 

The performance of both models was evaluated using 

accuracy, precision, recall, and F1-score metrics. Additionally, 

the balance between true positive detection and false positive 

errors was analyzed using the ROC curve, while the overall 

quality of the models was assessed by measuring the Area 

Under the Curve (AUC). 

 

a. Analysis of Random Forest (RF) Algorithm Results 

The Random Forest model recorded an accuracy of 93.33%, 

with 28 out of 30 predictions correctly classified. For the West 

Sundanese dialect, the precision reached 0.89, recall 1.00, and 

F1-score 0.94. Meanwhile, for the Southern dialect, the 

precision was perfect at 1.00, recall 0.85, and F1-score 0.92. 

The ROC curve shows that this model is able to distinguish the 

two dialects well, as seen from the high true positive rate and 

low false positive rate at various decision thresholds. 

Based on results displayed In Figure 6 Confusion Matrix 

for RF, we can understand how is this model succeed 

classifying voice data dialect in a way accurate . The RF model 

shows very high accuracy , namely 93.33%, which means that 

Of the 30 predictions made , 28 were correct . classified with 

Correct  

 

 

Fig. 6. Confusion matrix Random Forest 

The following data is the result of the Random Forest method 

classification, shown in Figure  7. 

 

 

Fig. 7. Classification results with Random Forest 

Figure 8 shows that Random Forest effectively differentiates 

West and South Sundanese dialects with high precision, recall, 

and F1-score. The model achieves 93% accuracy, with a 

precision of 0.89 and recall of 1.00 for the Western dialect, and 

precision of 1.00 with recall of 0.85 for the Southern dialect. 

The F1-scores (0.94 for West, 0.92 for South) indicate balanced 

performance. The ROC curve further confirms its strong 

classification ability.. 
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Fig. 8. ROC Curve for classification model with Random Forest 

From the ROC curve above , it can be seen that the model has 

excellent performance , marked with almost curve approach 

corner left on graph . This is show that the model can 

differentiate second class with great accuracy on a wide range 

of decision threshold . The ROC line that reaches TPR value 

1.0 without a significant increase in FPR indicates optimal 

performance , which means this model own level error very low 

prediction . 

   

b. Analysis of Support Vector Machine (SVM) Algorithm 

Results 

SVM managed to correctly recognize 14 samples from the 

Western dialect and 8 from the Southern. However, it still made 

some mistakes three samples that should have been negative 

were marked as positive, and five were missed entirely. This 

suggests that the model isn't very sensitive to the sound patterns 

of the Southern dialect. On the other hand, when applied to the 

Western dialect, its performance was fairly steady, with a 

precision of 0.74 and recall of 0.82. In contrast, the recall for 

the Southern dialect dropped to 0.62, which also caused its F1-

score to fall to 0.67. The AUC came out to 0.81 decent, but not 

outstanding. Compared to Random Forest, SVM clearly fell 

short. RF delivered a higher accuracy of 93.33%, though it did 

require slightly more time and Recall to complete the process. 

Different with RF, SVM shows more performance low in 

classification voice dialect , with accuracy overall 73.33%. 

Difference This possibility big due to the limitations of SVM in 

handle complex data distribution , especially when there is 

variation frequency non - linear sound . Figure 9 shows the 

Confusion Matrix for the applied Support Vector Machine 

(SVM) model. in classification West and South Sundanese 

dialects . Matrix This illustrate number of True Positives (TP), 

True Negatives (TN), False Positives (FP), and False Negatives 

(FN) in classification performed by the model. 

 

 

Fig. 9. Confusion matrix SVM 

From the Confusion Matrix above , it can be seen that the SVM 

model has 14 True Positives (TP) for Western dialect and 8 

True Positives (TN) for Southern dialect , showing correct 

prediction on both class . This model also recorded 3 False 

Positives (FP) for the West and 5 False Negatives (FN) for the 

South, indicating a number of error classification , especially in 

recognize Southern dialect . Although the SVM model has good 

performance in a way overall , the number of FNs is more high 

in the South class shows that the model is a bit difficulty in 

detect all example Southern dialect with appropriate . 

 

The classification results of the Support Vector 

Machine (SVM) method are shown in Figure 10. 

 

 

Fig. 10. Classification results with Support Vector Machine 

The SVM model performs better on the Western dialect 

(precision 0.74, recall 0.82, F1-score 0.78) than the Southern 

dialect (recall 0.62, F1-score 0.67), with an overall accuracy of 

73%. Figure 11 presents the ROC Curve, illustrating the 

model's ability to distinguish both dialects based on TPR and 

FPR. 
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Fig. 11. ROC Curve for classification model with SVM 

The ROC Curve in Figure 13 shows that the SVM model has an 

AUC of 0.81, indicating good classification performance but 

with room for improvement in distinguishing West and South 

Sundanese dialects. Table 3 compares RF and SVM based on 

processing time, accuracy, and memory usage. 

TABLE II.  COMPARISON RANDOM FOREST AND SVM 

ALGORITHMS 

Algorithm Processing Time Accuracy Memory 

Random Forest 

(RF) 

2.3 seconds 93.33% 520 KB 

SVM 1.8 seconds 73.33% 480 KB 

 

Table 2 shows the comparison items consists of from Process 

Time namely the duration required for each algorithm For carry 

out the classification process , accuracy is level accuracy 

prediction from each algorithm against test data, memory : 

Memory is  required by every algorithm during the 

classification process . From the table this , looks that Random 

Forest has more precision tall compared to SVM, although need 

little processing time and memory more big.  

The performance gap between RF and SVM shows how 

ensemble techniques can better generalize on constrained, high-

dimensional voice data. 

 Misclassifications identified in the confusion matrix 

indicate that specific dialectal characteristics may intersect, 

presenting a problem for boundary-based classifiers such as 

SVM.  These overlaps illustrate the practical challenge of 

differentiating regional dialects that possess common phonetic 

origins.  Additional enhancements could be realized by 

integrating a broader range of audio properties or employing 

more sophisticated models with temporal sensitivity. 

IV. CONCLUSION 

The results of this study indicate that both Random Forest 

(RF) and Support Vector Machine (SVM) are effective in 

classifying West and South Sundanese dialects using MFCC 

features since RF consistently outperforms SVM across 

accuracy, precision, recall, and F1-score.   RF was particularly 

consistent in identifying the Southern dialect, indicating its 

superiority in relation to possible feature change. 

  Nevertheless, this study has certain restrictions.   The 

small size of the dataset can restrict the model's generalizability.   

Moreover, the absence of data augmentation or noise-handling 

methods could affect performance in real-world scenarios 

where audio quality varies. 

   Future research is fascinating to explore using deep 

learning models as convolutional neural networks (CNNs) or 

recurrent neural networks (RNNs).   These models offer more 

feature learning capability and better scalability for larger and 

more complex datasets.   They can also adapt to minor acoustic 

patterns that standard machine learning models overlook, hence 

perhaps enhancing accurate and generalizable dialect detection 

techniques. 
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