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Abstract— Violence against women and children remains 

a critical social issue in Jakarta, Indonesia, where densely 

populated urban areas often correlate with increased risks 

of domestic abuse. The urgency of addressing this problem 

lies in its direct impact on public health, education, and 

community well-being. This study uses time series 

prediction models to examine and anticipate trends in the 

number of reported incidents of violence against women 

and children in Jakarta. Using publicly accessible data from 

Jakarta Open Data and the National Commission for the 

Protection of Women and Children, we applied the ARIMA 

and SARIMA  Models. Key variables included in the 

dataset are the data period, education level, and total 

number of victims Using three performance indicators—

MAE (Mean Absolute Error), MAPE (Mean Absolute 

Percentage Error), and RMSE (Root Mean Square 

Error)—to assess model accuracy the ARIMA model 

performed better than the SARIMA model. SARIMA 

recorded an RMSE of 80.26, an MAE of 66.21, and an 

undefined MAPE because of zero values in the real data, 

while ARIMA specifically obtained an RMSE of 32.22, an 

MAE of 32.09, and a MAPE of 5.19%. These results suggest 

that the non-seasonal ARIMA model is more suitable for 

this dataset. The study contributes to policy planning and 

early intervention strategies by offering a data-driven 

approach to predicting trends in violence within urban 

contexts.  

Keywords— Arima, Child Violence, Education, Sarima, 

Gender-Based and Child-Directed Violence 

I. INTRODUCTION  

Violence against women and children is a significant 

societal that impacts communities worldwide [1]. According to 

research and reports over the years, this issue has escalated 

significantly in Indonesia, particulary in  urban areas such as 

Jakarta. In addition to inflicting immediate harm on victims, 

these violent crimes also have broader social implications, 

perpetuating cycles of social unrest, poverty and inequality [2]. 

Jakarta, the capital and most populous city of the country, faces 

significant challenges in addressing gender-based violence due 

to its complex cultural dynamics, socioeconomic inequalities, 

and large population [3]. According to research, stigma, fear, 

and systemic shortcomings in addressing the issue are the 

primary reasons why violence often goes unreported [4]. In 

Jakarta, domestic violence is a prevalent form of abuse that 

disproportionately affects women and children and reflecting 

deeper societal issue that require immediate attention [5]. Such 

violence jeopardizes the foundation of Indonesian society 

foundation by undermining public health and the welfare of 

future generations. The importance of addressing this issue 

cannot be overstated. Protection is essential to ensure the rights 

and well-being of women and children, who often represent the 

most vulnerable segments of society [6]. Research shows that 

violence has a wide range of impacts, including economic 

instability for families and communities, disruption of 

schooling, and psychological trauma [7]. Furthermore, the 

abuse of the rights of women and children reinforces inequality 

and hinders Indonesia's progress toward social justice and 

sustainable development [8]. Civil society, law enforcement, 

and legislators must give this issue careful consideration. 

Jakarta can lead the nation in preventing violence by raising 

awareness and establishing a strong legislative framework. 

According to [9], Addressing the underlying causes and societal 

factors is essential for developing remedies that are specific to 

urban issues. Creating effective strategies necessitates a 

comprehensive understanding of the causes of violence against 

women and children. Research indicates that education level is 

a significant factor contributing to vulnerability to violence. 

Research has repeatedly shown that limited educational 

attainment is strongly associated with a higher risk of 

experiencing sexual violence and other abusive behaviors, both 

within households and in broader social contexts [10]. 

In urban areas such as Jakarta, where socioeconomic 
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disparities exacerbate vulnerabilities, this issue is particularly 

evident [11]. Studies empharize that education is a protective 

factor that gives people the skills and imformation they need to 

identify and avoid abusive circumstances.  

   Research by [12], studies emphasize that education is a 

protective factor that equips people who possess the abilities 

and knowledge required to recognize and steer clear of harmful 

circumstances. Similar results were obtained by [13], research 

has shown that low levels of education increase the risk of early 

marriage, which exposes young women to prolonged cycles of 

abuse. Furthermore, in Jakarta's high-density neighborhoods, 

the combination of low parental education and financial 

hardship creates an environment conducive to violence against 

children. [14]. Community programs that raise awareness and 

empower vulnerable groups to break the cycle of abuse must be 

implemented alongside efforts to enhance access to education 

for women and children. For effective intervention and 

prevention of violence against women and children, it is 

essential to analyze patterns and make predictions. Through 

these assessments, policymakers and stakeholders can identify 

trends, root causes, and areas of increased vulnerability. This 

proactive approach aids in resource allocation and the 

development of targeted policies that address specific risk 

factors. Research indicates that predictive modeling can be 

utilized to identify high-risk situations and facilitate prompt 

actions, potentially saving lives [15]. Similar to [16], advanced 

analytics, including image and video analysis, can be utilized to 

predict violent incidents, particularly in cyberspace, where a 

significant number of cases involving women and children 

originate. Data-driven insights are especially crucial in cities 

like Jakarta, where diverse socioeconomic and cultural factors 

necessitate complex strategies. According to research by [17], 

the ability to predict potential surges in violence enables the 

development of community-specific education and awareness 

initiatives. According to [18], consistent monitoring of violence 

trends ensures that policies remain relevant and adaptable to 

evolving societal contexts. By utilizing historical data, 

authorities can enhance their strategies and concentrate their 

efforts where they are most needed.  

There are two widely used models for evaluating and 

forecasting time series data seasonal and non-seasonal ARIMA 

techniques. Their use is especially appropriate for examining 

trends and patterns in incidents of violence against women and 

children. Each model has unique benefits; while ARIMA 

accounts for seasonal changes, it captures broad patterns, 

allowing for comprehensive long-term data forecasting. 

Because of their effectiveness in handling complex datasets, 

these models have been widely utilized in research. An 

examination of monthly crime data, including incidents of 

violence against women and children, demonstrated the utility 

of SARIMA and its ability to accurately capture seasonal 

patterns [19]. In a similar vein, the ability of ARIMA to 

dynamically forecast in response to external factors, such as 

policy changes and global outbreaks, was demonstrated. It was 

used to anticipate changes in violent crime rates [20]. The 

integration of ARIMA and SARIMA into violence prediction 

models offers several key benefits. These models excel at 

forecasting future patterns based on historical data, which 

significantly reduces uncertainty       [21].  

This study is to investigate trends in the prevalence of 

violence against women and children in Jakarta, with a 

particular focus on how academic achievement influences 

susceptibility. This study analyzes historical data to identify 

trends and correlations that demonstrate the impact of education 

on an individual's vulnerability to violence. Comprehending 

these patterns is essential for developing interventions and 

effective policies that address the underlying causes of violence 

in cities such as Jakarta. The ARIMA and SARIMA methods 

are also used in this study to increase its scope. SARIMA 

accounts for seasonality and captures recurring patterns 

influenced by factors such as cultural or economic cycles, while 

ARIMA provides a robust framework for modeling and 

forecasting extensive time-series data. By utilizing these 

complementary methodologies, the research can deliver 

accurate, long-term predictions of future violent incidents while 

considering periodic fluctuations.  

To increase the study's scope, the study uses the Auto-

Regressive Integrated Moving ARIMA and SARIMA 

methodologies. SARIMA accounts for seasonality and captures 

recurrent patterns influenced by factors such as cultural or 

economic cycles, while ARIMA provides a robust framework 

for modeling and forecasting extensive time-series data. This 

research aims to deliver precise, long-term predictions of 

potential violent incidents while considering periodic 

fluctuations, thanks to these complementary methodologies. 

The simultaneous application of ARIMA and SARIMA ensures 

accurate modeling of both historical and projected patterns, 

offering stakeholders valuable insights. Policymakers, social 

workers, and community leaders can utilize these findings to 

develop targeted initiatives, allocate resources effectively, and 

implement timely interventions to mitigate violence against 

women and children in Jakarta. By integrating trend analysis 

with comprehensive predictive modeling, this research project 

seeks to bridge the knowledge gap between the past and the 

present, ultimately contributing to a more secure and equitable 

society..   

II. RELATED WORK  

Several studies have explored the application of time series 

forecasting methods to analyze and predict social issues, 

particularly those related to violence and public safety. The ge 

SARIMA and ARIMA models have been widely utilized due to 

their effectiveness in capturing temporal patterns in socio-

criminal data. Research by [22], The SARIMA model was 

employed to forecast crime trends in the Philippines, 

demonstrating its ability to effectively manage monthly 

seasonality in crime reports, particularly those related to 

violence against women and children. Similarly, [23] compared 

hybrid neural networks with ARIMA in predicting child-line 

calls in Kenya, highlighting the practical utility of ARIMA for 

short-term forecasting of social issues. In Zambia, research by 

[24], discovered that parameters including marital status and 

educational attainment were important predictors of sexual and 

gender-based assault cases when ARIMA models were used to 
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anticipate them. Likewise, [25] [26] applied the ARIMA model 

to study the impact of the COVID-19 lockdown on criminal 

behavior in Dhaka and noted that reduced mobility and 

educational disruptions had complex implications for crime 

trends.  

Despite these efforts, existing studies rarely focus on 

Indonesia, particularly Jakarta, as a geographic context, and 

none explicitly analyze the role of victims' education levels as 

a central variable in forecasting cases of violence against 

women and children. This presents a critical gap in the 

literature, especially considering the urban complexity and 

population density of Jakarta, which may influence both 

incidence rates and the effectiveness of predictive models. 

Therefore, the current study addresses this gap by applying 

ARIMA and SARIMA models to publicly available case 

reports in Jakarta, aiming to assess whether victims' education 

levels correlate with and improve the accuracy of time series 

forecasts of cases. This localized and education-sensitive 

approach offers a novel contribution to predictive violence 

modeling in Southeast Asia.  

III. RESEARCH METHOD  

This research employs the methodology utilized within the 

ARIMA and SARIMA model frameworks The framework 

consists of five core phases: initial data preparation, selecting 

an appropriate model, estimating relevant parameters, 

conducting diagnostic assessments, and evaluating the 

predictive performance. These research stages are depicted in 

Figure 1.  

 

 

 

 

 

Fig. 1. Phases of The Research Process  

A. Gathering of Datadata 

The Open Data Jakarta website and the National 

Commission for the Protection of Women and Children were 

the two primary sources of data used in this research 

(https://satudata.jakarta.go.id/data/korban-pppa) The dataset 

encompasses the period from January to December 2024, 

covering a full 12 months. These sources offer thorough and 

trustworthy information on recorded cases of violence against 

women and children in Jakarta, ensuring the authenticity and 

applicability of the data for trend analysis and predictive 

modeling. The features or variables included in the dataset are 

data_periode, education_level, and total_victims. A total of 216 

records were collected. Figure 2 contains the specifics of the 

victims' violence dataset.   

 

 

Fig. 2. Victims Violent Dataset  

B. Preprocessing  

      Preprocessing the victim violence data is the next stage 

following data collection. The purpose of this process is to 

prepare raw data for use as input in modeling, ultimately 

resulting in a higher-quality end model [27]. To guarantee data 

quality and prepare for analysis, the dataset underwent several 

crucial pre-processing stages. To preserve the integrity of the 

dataset, missing values were identified and addressed using 

appropriate imputation techniques. Subsequently, the dataset 

was normalized by employing one-hot encoding to convert 

categorical variables, such as types of violence, into numerical 

values [28]. Finally, the data was normalized to ensure 

consistent scaling of numeric features, thereby facilitating 

compatibility with time-series modeling methods such as 

ARIMA and SARIMA. 

C. Identification of The Model  

     This research outlines the model selection process through a 

series of structured steps: 

 

1) Plotting the is allowed them to determine whether it was 

stationar, specifically looking at whether the variance or mean 

showed stationarity. The time series data was subsequently 

divided down into a number of smaller parts in order to assess 

how each part affected the data series as a whole. Two models 

are typically used: Both multiplicative and additive 

decomposition.  

2) It is possible to utilize the Augmented Dickey-Fuller Test to 

utilized alongside data visualization to assess whether the test 

statistic falls below the critical value in a stationary dataset [29]. 

To assess whether the time series data maintains consistent 

statistical properties over time, we examine the p-value. A 

result below 0.05 suggests stability in the data pattern, whereas 

a higher value implies that the data exhibits changing behavior 

over time. When such inconsistency is present, differencing can 

be used to normalize fluctuations in the average or variability. 

The process of calculating the shift or variation in observation 

values is referred to as differencing [30]. The acquired 

difference is rechecked to determine if it remains consistent. 

When data is stationary, it indicates that there is neither growth 

nor decline. As a result, regardless of time or oscillation 

variance, data variations are either continuously steady or 

center around a constant average value. [31]. Equation (1) 

describes the differencing equation 

 

𝑋𝑡
′ = 𝑋𝑡 − 𝑋𝑡−1  (1) 

https://satudata.jakarta.go.id/data/korban-pppa
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Where :  

𝑋𝑡
′: First differencing 

𝑋𝑡 : X value at order t  

𝑋𝑡−1 : X value at order t-1 

 

(3) Plots illustrating overall and lag-specific correlations serve 

as vital instruments in time series analysis for determining the 

appropriate model once the data has been made stationary. This 

phase involves selecting the model order by analyzing the ACF 

and PACF plots, particularly in the context of seasonally 

patterned data.   

D. Evaluating Model Parameters  

    This phase involves determining the values of Moving 

Average, Autoregressive, as well as seasonal and non-seasonal 

parameters, followed by assessing their statistical significance. 

A model is considered to have failed the test if any of its 

parameters are not significant. To develop a model with 

relevant parameters, any unnecessary parameters will be 

removed.   

E. Examining the Diagnosis  

In this study, diagnostic checking establishes whether the 

model is appropriate and practical for forecasting. The features 

of the suitable conjectural model should resemble those of the 

original data. This assessment is conducted through a utilizing 

model diagnostics, a standard distribution test and a white noise 

diagnostic test. According to the optimal model, the residuals 

produced should exhibit characteristics of white noise or 

conform to a normal distribution.  

F. Forecasting  

Two models—ARIMA and SARIMA—are used in this 

study's prediction stage. A method for time series analysis 

called the ARIMA model makes use of autocorrelation and the 

fluctuation of time series residuals. The structure of the ARIMA 

model comprises three components: Autoregressive (AR), 

Moving Average (MA), and Integrated (I) models. The 

Integrated component indicates the order of differencing 

required to transform non-stationary data into a stationary 

series. Equation (2) presents the standard structure of the 

ARIMA model.  

 

Φ𝑝(𝐵)∇
𝑑𝑌𝑡 = 𝜉 + Θ𝑞(𝐵)𝜀𝑡  (2) 

Where :  

Φ𝑝 : Autoregressive parameters 

𝐵 : Backward sliding operator 

d : Differencing Parameter 

𝑌 𝑡 : Observation value at time t 

𝜉 : Constant parameters 

𝛩𝑞 : Moving average parameters 

𝜀𝑡 : Residual value (error 

 

      The SARIMA model, on the other hand, estimates future 

variables and identifies patterns in historical data by utilizing 

time-series data. The SARIMA framework is defined by the 

notation (p, d, q)(P, D, Q)[s], where 's' denotes the seasonal 

cycle length, and all parameters—p, d, q, P, D, and Q—are 

expressed as whole numbers. Equation (3) illustrates how this 

equation reflects the SARIMA model in its general version.  

 

Φ𝑝(𝐵
𝑠)Φ𝑝(𝐵)(1 − 𝐵)𝑑(1 − 𝐵𝑠)𝐷𝑌𝑡 = Θ𝑞(𝐵)Θ𝑞(𝐵

𝑠)𝜀𝑡    (3) 

Where :  

Φ𝑝 (𝐵) : Non-seasonal autoregressive level 

Φ𝑝 (𝐵𝑠) : Seasonal autoregressive rate 

(1 − 𝐵)𝑑 : Non-seasonal differencing level 

(1 − 𝐵𝑠)𝐷 : Seasonal differencing level 

𝛩𝑞(𝐵) : Non-seasonal moving average 

𝛩𝑞(𝐵𝑠) : Seasonal moving average 

𝑌 𝑡 : Actual data t-th 

𝜀𝑡 : t-period error 

 

The ARIMA and SARIMA techniques were selected for 

this study partly because they have been extensively utilized 

and researched across various domains, including comparisons 

of the ARIMA and SARIMA algorithms for machine learning-

based predictions. As per the study's findings, the sea level rise 

prediction models ARIMA and SARIMA exhibit exceptional 

performance, attaining a noteworthy forecast accuracy with a 

lower confidence level of 92.78%[32]. A later phase of the 

study involved utilizing ARIMA and SARIMA approaches to 

estimate the number of domestic passengers departing from 

Tanjung Perak Port. According to the findings, the SARIMA 

method was found to be the better strategy for this forecasting, 

while the analysis employing the ARIMA method produced a 

lower accuracy rating of 16.15%. [33]. Another study explored 

the performance of ARIMA and SARIMA models in 

forecasting crude oil prices through comparative analysis. The 

evaluation results show that both ARIMA and SARIMA have 

RMSE values of 1.905 Over the upcoming seven-day period, 

ARIMA forecasts a price of 86.230003, slightly outperforming 

SARIMA’s estimate of 86.260002. The findings of this study 

are intended to assist policymakers in making informed 

decisions regarding the utilization of crude oil [34].  

A notable feature that sets ARIMA and SARIMA apart 

from many other prediction methods is that ARIMA can 

produce forecasts independently, without incorporating outside 

influencing factors [35]. ARIMA aims to establish a robust 

statistical correlation between a variable's historical values and 

its expected future values, enabling the model to be utilized for 

forecasting. The Seasonal Autoregressive Integrated Moving 

Average (SARIMA) model was developed as an extension of 

the ARIMA framework. SARIMA is designed to analyze 

seasonal or recurrent data patterns at specified intervals, such 

as quarterly, semi-annually, and annually. By utilizing 

historical data, this predictive model seeks to establish 

relationships between expected variables to generate forecasts. 

Building upon earlier studies and leveraging the advantages of 

these techniques, this research utilizes ARIMA and SARIMA 

to estimate cases of violence involving women and children in 

Jakarta, with educational level considered as a contributing 

element.  
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G. Analysis of The Findings  

      Analyze the forecasting operations' outcomes. The number 

of victims of violence against women and children in Jakarta 

will be predicted by a graph that displays the forecasting 

findings system effectiveness is evaluated using performance 

indicators like Root Mean Squared Error (RMSE) and Mean 

Squared Error (MSE) to determine if enhancements are 

required to better align with user needs.. The MSE calculation 

is detailed in Equation (4).  

 

𝑀𝑆𝐸 = ∑𝑛
𝑡=1

(𝐴𝑡−𝐹𝑡)

𝑛
  (4) 

 

     The following formula, meanwhile, can be used to get the 

Root Mean Square Error (RMSE): (5) .  

 

𝑅𝑀𝑆𝐸 = √∑𝑛
𝑡=1

(𝐴𝑡−𝐹𝑡)
2

𝑛
 (5) 

Where: 

A𝑡 : Original data value 

𝐹𝑡 : Forecasting data value 

n : Amount of data 

 

     Mean Squared Error quantifies prediction accuracy by 

averaging the squares of the deviations between estimated 

outcomes and observed values. Typically, the MSE is used to 

assess the accuracy of forecasting models. However, the error 

rate RMSE is frequently used as a benchmark metric to gauge 

the reliability of prediction outcomes. Predictions are 

considered more accurate when the values of MSE or RMSE 

are smaller or approach zero. Perfect predictions occur when 

the results equal zero.     

IV. RESULTS AND DISCUSSION  

       In this chapter, the findings of the analysis are presented 

along with their implications for violence against women and 

children in Jakarta. The results are organized to provide a 

comprehensive understanding of the patterns observed in the 

dataset, their relationship to educational attainment, and the 

effectiveness of the ARIMA and SARIMA models in predicting 

outcomes. Each section highlights the efficiency of the 

forecasting techniques, significant trends, and seasonal 

fluctuations, integrating quantitative data with contextual 

observations.   

A. Data Acquisition  

The research dataset contains 72 records collected between 

January and December 2024, covering a 12-month period. It 

includes three main columns:  which indicates the monthly time 

frame of the data; which classifies the victims' educational 

attainment (e.g., primary, secondary, or higher education) to 

investigate its connection to vulnerability to violence; and 

shows the number of victims reported for each education level 

in the corresponding month.  

This information, which has been obtained from the 

National Commission for the Protection of Women and 

Children and Open Data Jakarta, provides a strong basis for 

trend analysis and predictive modeling.   

B. Preprocessing  

1) Missing Value Handling  

     The dataset on women and children who have been victims 

of violence in Jakarta must undergo preprocessing after data 

collection. Missing values are identified and removed as part of 

this process. Figure 3 below illustrates the results of the missing 

value analysis.  

 

 

Fig. 3. Findings from the dataset’s missing value check  

The education_level column contains seven rows with 

missing values, as indicated by a missing value check. To 

address this issue, the rows with missing values will be removed 

from the dataset. This approach eliminates potential biases or 

inaccuracies that could arise from using incomplete data, 

ensuring that only complete and accurate information is utilized 

in the study. Although this results in a proportional decrease in 

the dataset size, it helps maintain the overall quality and 

reliability of the data for subsequent modeling and analysis. As 

a result, an effective way to handle the missing data is by 

eliminating the rows in which they appear; The outcome of this 

process are illustrated in Figure 4.  

 

Fig. 4. Results of handling missing value dataset  

In order to address the issue of missing values in 65 

records, data in empty rows or columns (null values) is deleted. 

This process reduces the overall amount of data. Figure 5 

illustrates the specifics of the data frame after the missing 

values have been addressed. 



 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 02, PP 250-259 
 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i2.2349, Copyright ©2025 

Submitted : April 30, 2025, Revised : May 9, 2025, Accepted : May 16, 2025, Published : May 26, 2025 

255 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Results of treating a dataset with missing values  

2) Data Integration   

      During the data integration phase, the time-series prediction 

model was constructed using the `data_period` and 

`total_victims` columns. The time dimension, represented by 

`data_period`, is crucial for establishing a timeline and 

identifying trends over time. The number of victims in each 

period serves as the target variable, provided by `total_victims`, 

and is essential for predicting future occurrences. The dataset is 

streamlined for time-series modeling by focusing on these two 

key columns, ensuring that the ARIMA and SARIMA models 

can effectively detect trends and seasonal variations in the data.   

 

 
 

Fig. 6. Outcomes of the dataset following the data integration 

phase 

C. Model Identification  

      The model identification stage will involve several 

procedures, including creating time-series charts, utilizing the 

ADF procedure to test for stationarity test, and producing 

Autocorrelation Function and Partial Autocorrelation Function 

plots. The objectives of this analysis are to identify the 

underlying patterns in the data, evaluate stationarity, and 

determine the appropriate sequence for differencing and model 

parameters. 

 

1) Create a time series plot  

      The data_period, month, and total_victims columns were 

utilized to create a time-series figure that illustrates patterns in 

violence cases against women and children over time. The 

data_period column presents the data in chronological order, 

the month column assists in identifying recurring trends, and 

the total_victims column indicates the total number of incidents 

recorded during each period. The visualization suggests 

potential seasonal trends, highlighting variations in the number 

of victims over several months, with notable peaks at certain 

times. This insight is crucial for understanding periodic 

fluctuations and will enhance the accuracy of predictive models 

such as ARIMA and SARIMA.  

 

Fig. 7. Time series plot using the number of victims dataset  

2) Time series stationarity check using ADFf 

 

      This study employed the Augmented Dickey-Fuller test to 

determine whether the time-series data is stationary, which is a 

crucial prerequisite for constructing reliable ARIMA and 

SARIMA models. To assess the stationarity of the korban 

(victim_count) time-series data, the Augmented Dickey-Fuller 

(ADF) test was applied. At the 1% (-3.526), 5% (-2.903), and 

10% (-2.589) significance levels, the test result of -9.351 is 

significantly below the critical values. Furthermore, the p-value 

(8.29e-16) is considerably lower than the conventional limit of 

0.05, offering robust support for rejecting the presence of a unit 

root. According to these findings, the time-series data is already 

stationary, indicating that further differencing is unnecessary to 

stabilize the trend. Given that stationarity is an essential 

condition for ARIMA and SARIMA modeling, these results 

confirm that the dataset is suitable for predictive modeling 

without any modifications. The results of the Augmented 

Dickey-Fuller (ADF) test can be found in Table 1, with its 

visualization presented in Figure 8.  

TABLE I.  STATIONARITY ASSESSMENT VIA ADF METHOD 

Metric Values  

Test Statistics  -9.351093 

p-value 8.291883e-16 

Lags Used 0  

Number of Observations Used 71 

Critical Value (1%) -3.526005 

Critical Value (5%) -2.903200 

Critical Value (10%) -2.588995 

3) Correlation Analysis and Lag-based Correlation Analysis 
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     After ensuring that since the data exhibits stationarity, plots 

of correlation and partial correlation over lags are generated. 

Seasonal patterns in the data are identified by determining the 

appropriate order of the model.  

 

a) Autocorrelation Function 

 

    The order of the Moving Average (MA) model is determined 

using the Autocorrelation Function (ACF) plot. The purpose of 

this study is to assess whether the data is stationary in terms of 

its mean. The autocorrelation plot reveals a strong serial 

dependence, with autocorrelation values exceeding 0.5 for the 

first seven lags and progressively declining thereafter. Several 

lags fall outside the confidence interval, indicating a non-

random pattern likely attributable to trends or seasonality. The 

results of the autocorrelation analysis are illustrated in Figure 9 

below.  

 

 

Fig. 8. Results of ACF Plots  

b) Partial Autocorrelation Function  

 

      The Partial Autocorrelation Function (PACF) plot is 

utilized to identify the appropriate Autoregressive (AR) model. 

In Figure 10, the PACF reveals significant associations at lags 

1 and 2 (-0.9 and 0.75, respectively), while all other lags fall 

within the confidence interval. This suggests that the time series 

primarily exhibits short-term dependence up to lag 2, after 

accounting for the effects of earlier lags. Given the steep decline 

observed after lag 2, these data may be best modeled by an 

Autoregressive model of order 2 (AR(2)). Higher-order AR 

terms may not be necessary, as the absence of substantial 

correlations beyond lag 2 indicates a lack of long-term 

dependencies. 

   

 

 

 

 

 

 

 

Fig. 9. Results of  PACF Plots  

D. Model Parameter Estimation  

Model components encompassing periodic effects, regular 

patterns, error smoothing (MA), and lagged dependencies (AR) 

are considered all estimated at this stage, and their respective 

significance is evaluated. A model is deemed to fail the test if 

its parameters are not statistically significant. To assess and 

compare statistical models, researchers often rely on the Akaike 

and Bayesian Information Criteria (AIC and BIC) selecting 

ARIMA models and determining model parameters for both 

ARIMA and SARIMA. Below are the parameter estimations for 

the SARIMA model.  

 

Figure 11 below presents the results of the ARIMA model 

significance test. An ARIMA (0,1,1) model was applied to the 

dataset, which consists of 72 observations. The results indicate 

a p-value of 0.000 and a moving average (MA) coefficient of -

0.5961 at lag 1, demonstrating statistical significance. The 

variance of the residuals is represented by the sigma² value, 

which is 27.4367. Model fit is assessed using the model 

selection criteria: AIC (445.597), BIC (445.597), and HQIC 

(442.871). Diagnostic tests reveal that with a Jarque-Bera p-

value of 0.72, the residuals exhibit characteristics consistent 

with a normal distribution. These findings suggest that while 

the model effectively captures short-term interdependence, it 

lacks an autoregressive component and is well-fitted.   

 

 

Fig. 10. Estimated Parameters of the ARIMA Model 

The significant test results for the Sarima model are 

displayed in Figure 20 below. A Seasonal ARIMA (SARIMA) 

framework, specifically the SARIMAX (2,1,1)x(2,1,1,12), was 

applied to a dataset comprising 72 observations. The 

autoregressive (AR) and seasonal autoregressive (AR.S) terms 

were found to be insignificant (p-values < 0.05); however, the 

moving average (MA) and seasonal moving average (MA.S) 

terms were significant, indicating that the MA components are 

more effective at capturing short-term dependencies. Model 

diagnostics reveal that the residuals are normally distributed 

(Jarque-Bera p-value = 0.33) and show no meaningful evidence 

of correlation across lags, as indicated by a Ljung-Box p-value 

of 0.59. Overall, the model fits the data well, although there 

may be opportunities for improvement by reassessing the AR 

factors.  
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Fig. 11. Estimated Parameters of the SARIMA Model 

E. Examining The Diagnosis  

Diagnostic verification follows the estimation of parameters 

for the ARIMA and SARIMA models to determine their 

appropriateness and effectiveness in forecasting. The results of 

the diagnostic testing on the ARIMA model, which includes an 

examination of density plots and residuals, are presented in Fig. 

13. The histogram of the residuals reveals a right-skewed 

distribution, indicating that, rather than being perfectly 

normally distributed, the residuals are primarily centered 

around zero, with a few significant outliers. Since all lags fall 

within the confidence intervals, The residual ACF plot reveals 

no significant correlation patterns over time. This observation 

is reinforced by the results of the Ljung-Box test, which 

produces high p-values of 0.998861 and 0.999984, indicating a 

lack of serial dependence, suggesting that the residuals are 

uncorrelated and that the model effectively captures the time 

series patterns. The Ljung-Box statistical check was conducted 

to evaluate whether residuals show correlation across lags, and 

the findings suggest the model's adequacy in capturing time-

dependent structure is well-specified, as the residuals behave 

like white noise.  

 

 
 

Fig. 12. Diagnostic Evaluation Outcomes for the ARIMA 

Model 

Furthermore, diagnostic testing has been conducted on the 

SARIMA model. Potential outliers may be present, as the 

histogram of the residuals exhibits a right-skewed distribution, 

with most residuals concentrated near zero and a few extreme 

values. Since the majority of lag values fall remains inside the 

margin of estimation, the ACF plot of the residuals shows no 

significant autocorrelation.  

 

      According to the results of the Ljung-Box test, the lb_stat 

values at lags 10 and 20 are 2.283699 and 17.713411, 

respectively, with p-values of 0.993667 and 0.606281. There is 

no significant autocorrelation in the residuals, since both p-

values exceed the threshold, the null hypothesis remains valid. 

This indicates that our SARIMA model is suitable for 

forecasting, as it accurately represents the time series structure 

and the residuals behave like white noise .  

 

 

Fig. 13. SARIMA Model Diagnostics Checking Results  

F. Forecasting  

Following diagnostic testing, the forecast for each model is 

produced by contrasting the expected and actual values from 

the time series data. Forecasts become more accurate as a result 

of this process. Prediction results are obtained by applying 

ARIMA and SARIMA models to a reserved portion of the 

dataset designated for validation. To evaluate the 

correspondence between the actual and expected data, 

predictions are formulated. Figures 15 and 16, illustrating the 

forecasts generated by the ARIMA and SARIMA models 

respectively, demonstrate that the fluctuations in the predicted 

values closely resemble those observed in the recorded dataset.  

  

The study on ARIMA-based predictions for child sexual 

abuse cases is illustrated in the graph, analyzing predicted 

values relative to empirical records, predicted cases, and the 

confidence interval. Initially, the training data and actual cases 

closely align in early 2025, with cases starting at nearly zero 

and progressively increasing. However, the actual data exhibits 

a more pronounced upward trend and begins to diverge from 

the forecast around March 2025. The ARIMA model predicts 

approximately 60 instances by June 2025, which 

underestimates the true trend, as actual cases exceed 80. As the 

confidence interval widens, it reflects increasing uncertainty, 

indicating that future projections may lose accuracy over time.  

 

 

Fig. 14. ARIMA Model Training Data Forecasting Results  

      The chart provides a comparative analysis of training data, 
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actual data, and forecasted values to evaluate the predictive 

capability of the SARIMA (2,1,1) (1,1,1,12) model in 

estimating cases of child sexual violence. The actual data 

represents the real occurrences of such cases, while the training 

data comprises historical events used to develop the SARIMA 

model. Initially, from January to March 2025, the training data 

and actual instances align closely, showing a steady increase 

from 0 to approximately 30 cases. Beginning in April 2025, 

when the model commences its predictions, the forecasted 

values closely approximate the actual data, suggesting that the 

SARIMA model with parameters (2,1,1)(1,1,1,12) successfully 

models the underlying trend along with the recurring seasonal 

patterns in the data.  

 

 

Fig. 15. SARIMA Model Training Data Forecasting Results  

The actual instances show slight variations but usually fall 

within the predicted confidence interval when examined more 

closely. The prognosis somewhat overestimated at about 100 

instances, but actual cases increase significantly from May to 

July 2025, reaching about 90 by that time. This implies that 

while the SARIMA model includes the general increasing 

trend, it significantly exaggerates the anticipated rise. In 

comparison to normal ARIMA, the model’s order parameters 

(2,1,1,12) better account for seasonal impacts and short-term 

shocks, guaranteeing greater adaptability to periodic 

oscillations.  

G. Prediction Model Evaluation  

     Following the prediction, the final step is to assess the 

outcomes of the forecasting process. Root Mean Square Error 

and Mean Squared Error calculations are used to test the model. 

The Root Mean Square Error (RMSE) serves as a metric to 

quantify the discrepancy between predicted outcomes and 

actual observations. When the RMSE score is minimal, it 

suggests strong agreement between the projected figures and 

the real-world measurements. Mean Square Error is a 

forecasting metric used to assess how accurate the forecasting 

results are. The accuracy of the forecasting findings increases 

with a smaller MSE value.  

 

    The prediction model’s performance across several error 

measures is shown by the evaluation results. The model’s 

predictions often deviate from the actual values by about 32.23 

units, according to the Root Mean Square Error (RMSE) of 

32.23; bigger errors are penalized more severely. The average 

absolute difference between the predicted and actual values is 

around 32.09 units, as indicated by the Mean Absolute Error 

(MAE) of 32.09. Mean Absolute Percentage (MAPE) of 5.19%, 

on the other hand, suggests that the model’s predictions perform 

quite well, with an average error of 5.19% about the actual 

values. Table 2, which follows, displays the specifics of the 

model evaluation results.  

TABLE II.  EVALUATION OF THE PREDICTION MODELS OF SARIMA 

MODELS, AND THE ARIMA 

Method  ARIMA  SARIMA  

RMSE 32.22 80.26 

MAE 32.09 66.21 

MAPE  5.19  - 

 

V. CONCLUSIONS   

 

     According to modeling conducted to forecast the incidence 

of violence against women and children in Jakarta. The models 

that performed the best were ARIMA (0,1,1) and SARIMA 

(0,1,1) (2,2,1) 12. The evaluation's findings indicate that the 

ARIMA model predicts violence against women and children 

in Jakarta more accurately than the SARIMA model. The 

ARIMA model demonstrates greater prediction accuracy and 

consistency, as evidenced by its significantly lower RMSE 

(32.22) and MAE (32.09) compared to SARIMA's RMSE of 

80.26 and MAE of 66.21. Furthermore, the ARIMA model's 

MAPE of 5.19% reflects a comparatively low percentage error, 

while the SARIMA model's MAPE could not be calculated, 

possibly due to the presence of zero or negative actual values in 

the data. According to these results, a simpler ARIMA model 

performs better on this forecasting task than its complex 

seasonal equivalent. Hybrid modeling approaches, including 

merging ARIMA with machine learning techniques or adding 

external variables, like socioeconomic indicators or law 

enforcement data, are suggested for further research, as they 

may increase prediction power 

 

     Furthermore, a more thorough seasonality analysis might 

help in improving SARIMA combinations' effectiveness. 

Effectiveness can also be enhanced by incorporating advanced 

techniques such as time series decomposition or dynamic 

regression models, which allow for a more nuanced insight into 

the hidden structures within the dataset. By exploring these 

methods, researchers may uncover additional insights that can 

lead to more accurate and reliable forecasts.   
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