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Abstract— Data imbalance in health datasets often leads to 

decreased performance of classification models, especially in 

detecting minority classes such as diabetics. This study evaluates 

the effect of the SMOTE-ENN method on improving the 

performance of the C4.5 algorithm in the classification of diabetes 

health indicators. The dataset used is the 2021 Diabetes Binary 

Health Indicators BRFSS from Kaggle, which consists of 236,378 

respondent data with unbalanced class distribution: 85.80% non-

diabetic and 14.20% diabetic. The SMOTE method was used to 

add synthetic data to the minority classes, while ENN was applied 

to remove data considered noise. After balancing, the C4.5 

algorithm was used for classification. Evaluation was conducted 

using accuracy, precision, recall, and F1-score metrics. The results 

showed that the application of SMOTE-ENN improved accuracy 

from 79.49% to 80.33% and precision from 29% to 30%. 

Although the recall value did not increase, this method proved to 

be able to improve the overall stability of the prediction, especially 

in terms of the accuracy of the classification of the positive class. 

The novelty of this research lies in the specific application of the 

SMOTE-ENN method on large-scale health datasets with the C4.5 

algorithm, which has not been widely explored before. Therefore, 

further exploration of other balancing techniques and algorithms 

is needed to obtain more optimal classification results on 

unbalanced data. 

Keywords— SMOTE-ENN, Data Imbalance, C4.5, Diabetes, 

Classification 

I.  INTRODUCTION 

Diabetes is a global health problem with an increasing 
prevalence. Based on WHO data, more than 422 million people 
in the world have diabetes, and the disease is responsible for 
more than 1.5 million deaths each year. The impact is more 
pronounced in developing countries, where the lack of 
healthcare facilities is a major challenge in the diagnosis and 
management of diabetes. In addition, diabetes is also associated 
with serious complications such as heart disease, kidney 
damage, neurological disorders, and vascular complications 
that significantly reduce the quality of life of patients [1]. 

In health data processing, significant challenges arise from 
imbalanced data. This imbalance occurs when the amount of 
data of the minority class (e.g., diabetes cases) is much smaller 
than the majority class (e.g., non-diabetes). This makes 

predictive algorithms tend to be biased towards the majority 
class, thus reducing the system's ability to detect rare but 
clinically important critical conditions [2][1]. 

To overcome this problem, various oversampling 
techniques have been developed, one of which is SMOTE 
(Synthetic Minority Over-Sampling Technique). SMOTE 
generates synthetic data to increase the proportion of minority 
classes. Research by Rezki et al. (2024) showed that the 
application of SMOTE can improve the performance of the 
C5.0, Random Forest, and SVM algorithms in diabetes 
prediction using the Pima Indian Diabetes dataset. However, 
they also highlighted the risk of overfitting due to the addition 
of synthetic data without further cleaning [3][4]. 

As a more advanced solution, SMOTE-ENN, a combination 
of SMOTE and Edited Nearest Neighbor, is used to not only 
augment minority class data but also clean the data from noise. 
The study by Wang (2022) showed that SMOTE-ENN can 
improve the accuracy of postoperative complication prediction 
up to 90% with XGBoost algorithm, emphasizing the 
importance of the combination of oversampling and data 
cleaning on medical datasets [4]. 

Besides SMOTE-ENN, adaptive approaches such as 
ADASYN (Adaptive Synthetic Sampling) are also being used 
to balance the data. ADASYN dynamically generates synthetic 
data based on the classification difficulty of each minority 
sample. In the study of Marlisa et al. (2024), ADASYN 
improved accuracy, specificity, and sensitivity in diabetes 
classification using the K-Nearest Neighbor algorithm, 
showing that this approach is effective in handling imbalanced 
data [2]. 

On the other hand, the C4.5 algorithm is a popular decision 
tree method due to its ability to handle numerical and 
categorical data attributes, and classification results that can be 
interpreted easily. However, the effectiveness of C4.5 in 
unbalanced datasets remains limited without adequate data 
balancing techniques [5]. 

The novelty of this research lies in the application of the 
combination of SMOTE-ENN and the C4.5 algorithm 
specifically for the classification of diabetes health indicators, 
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which has not been widely explored in previous studies. This 
approach is expected to improve classification performance 
especially in minority classes and make a real contribution to 
the development of decision support systems in the field of 
Health [4][5]. 

Thus, this research not only extends the application of 
SMOTE-ENN to medical data, but also presents a more optimal 
alternative to traditional balancing methods in the effort to 
diagnose and manage diabetes more accurately and efficiently. 

II. RESEARCH METHODS 

First, this research begins with the collection of datasets 
downloaded from Kaggle in Excel or CSV format. Next, a pre-
processing stage is carried out which includes cleaning, 
normalization, outlier handling, and data division. After that, to 
overcome data imbalance, an oversampling technique is applied 
using the SMOTE-ENN method, which combines minority data 
synthesis (SMOTE) and data cleaning using Edited Nearest 
Neighbor (ENN). The balanced data was then divided into 
training and test data for model training and evaluation 
purposes. The classification process is performed using the 
C4.5 algorithm to build a prediction model. Finally, the 
classification results were evaluated to measure the 
performance of the model before the study was concluded. 

 

Fig. 1. Research Methods 

 

A. Dataset 

 The dataset used in this study was obtained from the Kaggle 
platform due to its relevance to the research objective, which is 
to build a diabetes prediction model. The data was collected by 

accessing the Kaggle website (https://www.kaggle.com) and 
downloading the dataset in CSV format. The dataset used is the 
Diabetes Binary Health Indicators BRFSS 2021, which consists 
of 236,378 respondent data with 21 features covering health 
indicators such as behavior, chronic health conditions, and 
other risk factors. The target variable in this dataset is 
diabetes_binary, which indicates whether the respondent is 
indicated to have diabetes or not. The data distribution shows 
class imbalance, with 85.80% belonging to the non-diabetes 
class (0.0) and only 14.20% to the diabetes class (1.0). This 
imbalance is a challenge in the classification process, so data 
balancing methods such as SMOTE-ENN are applied to 
improve model performance. 

TABLE I.  DATASET DIABETES 

 
Diabetes_binary HighBP HighChol ... Education Income 

0.0  0 1.0 ... 4.0 5.0 

1.0 1 0.0 ... 4.0 3.0 

1.0 1 1.0 ... 4.0 7.0 

1.0 0 1.0 ... 3.0 4.0 

0.0 0 0.0 ... 5.0 6.0 

0.0 1 0.0 ... 4.0 8.0 

0.0 1 1.0 ... 5.0 3.0 

... ... ... ... ... ... 

0.0 1 0.0 ... 4.0 5.0 

0.0 0 1.0 ... 6.0 10.0 

0.0 1 0.0 ... 4.0 6.0 

0.0 0 1.0 ... 6.0 6.0 

 

 

Fig. 2. Comparison of Majority and Minority Class Samples 

 

B. Pre-Processing 

The pre-processing stage is an important initial process in 

data processing before modeling. At this stage, the data that has 

been collected will be prepared through several steps, such as 

separating features and labels, dividing data into training   and 

testing data, and normalizing data. This process aims to ensure 

that the data is in an optimal condition so that it can improve 

the performance of the model in the classification 

stage.SMOTE-ENN 
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1) Separation of Features and Labels 

Data separation is done by separating feature 

attributes (x) and target labels (y) from the dataset [6]. 

The target label is the diabetes_binary variable, while 

the other features become attributes used to predict the 

label [7]. 

 

2) Split Data 

The dataset is divided into training and testing data 

using the train_test_split function with a portion of 

60% for training and 40% for testing. This separation 

aims to train the model on training data and evaluate 

the performance of the model on testing data [8][9]. 

 

 

Fig. 3. Split Data 

 

3) Data Normalization 

Data features are converted into a certain scale 

using normalization techniques, such as Min-Max 

Scaler, so that all attributes are in the same range of 

values, usually between 0 and 1. This process helps the 

algorithm work more optimally, especially when the 

data has a large scale difference between features. 

Normalization is performed on training data and then 

applied to testing data to maintain scale consistency 

[10][11]. 

 

 

Fig. 4. Data Normalization 

 

C. SMOTE-ENN 

The problem of data imbalance arises when the proportion 

of the number of majority classes (classes with more samples) 

and minority classes (classes with fewer samples) is 

unbalanced. In this Diabetes Health Indicators dataset, 

imbalance occurs in the target variable diabetes_binary, where 

the amount of data without diabetes is much greater than the 

amount of data with diabetes. This imbalance can cause the 

prediction model to be biased towards the majority class and 

reduce classification performance [4][12]. 

To overcome this problem, a combination of Synthetic 

Minority Over-Sampling Technique (SMOTE) and Edited 

Nearest Neighbors (ENN) method is used. The SMOTE 

technique works by adding synthetic samples to the minority 

class, while ENN cleans the data by removing samples that are 

misclassified or considered noise, thus helping to reduce the 

risk of overfitting and improve data quality [13][4]. 

The implementation of SMOTE is done by first identifying 

the minority class in the dataset, which is the class with a value 

of 1 in the target variable diabetes_binary. Then, SMOTE is 

used to generate additional samples based on the nearest 

neighbor data of the minority class in the training data, so that 

the distribution between classes becomes more balanced. This 

step aims to reduce model bias towards the majority class and 

improve the model's ability to recognize important patterns in 

both classes. By using the SMOTE-ENN approach, the model 

is expected to produce more accurate and reliable predictions. 

The process flow of the SMOTE-ENN method can be seen in 

the following figure [13]. 

 

 

Fig. 5. Before and After SMOTE-ENN Implementations 

 

Figure Explanation: 

• Left Panel (Class Distribution Before SMOTE-ENN) 

Before SMOTE is applied, there is a significant 

imbalance between class 0 (without diabetes) and class 

1 (with diabetes). the number of class 0 samples is 

much larger than class 1, which may cause bias in the 

model [14]. 

• Right panel (class distribution after SMOTE-ENN) 

After applying enn, the number of minority class 

samples is slightly reduced. this indicates that enn 

removes samples that are considered noise or less 

relevant. the end result is a cleaner and more balanced 

dataset, which is ready to be used for classification 

model training [15]. 

 

D. C4.5 Algorithm 

The C4.5 algorithm is a popular method in data mining used 

to build decision trees [16]. This algorithm has several 

advantages, such as being able to handle attributes with 

continuous and discrete values, overcome attributes with empty 
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values (Missing Values), and support the process of pruning 

decision tree branches to simplify the model [5][17]. 

The main process of this algorithm involves several steps. 

First, it calculates the entropy value of the dataset, which is used 

to measure the level of data uncertainty. the formula used is: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) = − ∑ 𝑝𝑖 𝑙𝑜𝑔₂ 𝑝𝑖

𝑘

𝑖=1

  … (2.1) 

Where pi is the probability of occurrence of class 𝑖. 
After the entropy value is calculated, the algorithm 

determines the information gain, which is the reduction of 

uncertainty after the data is divided based on certain 

attributes: 

𝐺𝑎𝑖𝑛(𝑆, 𝐴)

= 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|𝑆𝑣|

|𝑆|
 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆𝑣)  … (2.2)

𝑣∈𝑣𝑎𝑙𝑢𝑒𝑠(𝐴)

 

The attribute with the highest gain value is chosen as the 

root or node of the decision tree[18][19]. 

However, to avoid bias towards attributes with many 

categories, C4.5 uses Gain Ratio: 

𝐺𝑎𝑖𝑛𝑅𝑎𝑡𝑖𝑜(𝑆, 𝐴) =  
𝐺𝑎𝑖𝑛(𝑆, 𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆, 𝐴)
 … (2.3) 

With  

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜(𝑆, 𝐴) =  ∑
|𝑆𝑣|

|𝑆|
 𝐿𝑜𝑔2

|𝑆𝑣|

|𝑆|
𝑣∈𝑣𝑎𝑙𝑢𝑒𝑠(𝐴)

 … (2.4) 

The attribute with the highest gain ratio value will become 

a node in the decision tree. . 

This process continues to repeat until each branch of the tree 

only contains data with the same class, or no more attributes 

can be used to further divide the data [20][21]. The 

algorithm also performs branch pruning to avoid overfitting 

by removing branches that do not contribute significantly to 

the accuracy of the model [17][22]. 

 

E. Evaluation Metrics 

Confusion Matrix is a matrix used in machine learning to 

evaluate the performance of classification models. This matrix 

presents the comparison between model predictions and actual 

values in the form of four elements: True Positive (Tp), False 

Positive (Fp), False Negative (Fn), and True Negative (Tn). 

Using these elements, we can calculate various evaluation 

metrics such as Accuracy, Precision, Recall, Dan F1-

Score[23]. 

Based on the Confusion Matrix results, calculations for 

several metrics can be done as follows: 

1. Accuracy 

 Accuracy measures how many predictions are correct 

(both positive and negative) compared to the total amount 

of data [24]. 

The equation for calculating accuracy is: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 × 100% … (3.1) 

 

Where: 

• Tp = True Positive (Correct Prediction for Positive Class) 

• Tn = True Negative (Correct Prediction For Negative 

Class) 

• Fp = False Positive (False Prediction For Negative Class) 

• Fn = False Negative (False Prediction For Positive Class) 

 

2. Precision 

 Precision measures the accuracy of the positive 

predictions made by the model, which is how many 

positive predictions are correct compared to the total 

positive predictions made [23]. 

The equation for calculating precision is: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 × 100% … (3.2) 

Where: 

• Tp = True Positive 

• Fp = False Positive 

 

3. Recall 

 Recall measures the model's ability to detect true positive 

classes. It is the ratio between the number of correct 

positive predictions and the total number of truly positive 

data [25]. 

The equation to calculate recall is: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 × 100% … (3.3) 

Where: 

• TP = True Positive 

• FN = False Negative 

 

4. F1-score 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 ×  
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 … (3.4) 

 

 

III. RESULTS AND DISCUSSION 

This study compares the performance of the C4.5 algorithm 
before and after the application of the SMOTE-ENN method to 
overcome class imbalance on the Diabetes Binary Health 
Indicators BRFSS 2021 dataset. Before balancing, the model 
produces 79.49% accuracy, 29% precision, and 31% recall, 
which shows that the model is less able to detect diabetics as a 
minority class. 

After the application of SMOTE-ENN, the accuracy of the 
model increased from 79.49% to 80.33% and the precision 
increased from 29% to 30%. Although the recall value 
decreased slightly from 31% to 30%, it shows that the balancing 
method successfully improved the overall prediction stability, 
especially in terms of the accuracy of predicting positive 
classes, although the sensitivity to minority classes can still be 
improved. Table 2 presents a complete comparison of model 
performance. 
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TABLE II.  MODEL OF PERFORMANCE EVALUATION WITH SMOTE-
ENN 

Metrics Without 

SMOTE-ENN 

With SMOTE-

ENN 

Accuracy 79,49% 80,33% 

Precision 29% 30% 

Recall 31% 30% 

F1-Score 30% 30% 

 

Following the results before balancing the data using the 

SMOTE-ENN method, the model was re-trained and evaluated. 

The classification results are shown in the following confusion 

matrix: 

 

TABLE III.  CONFUSION MATRIX C4.5 WITHOUT SMOTE-ENN 
 

Positive 

Prediction 

Negatif 

Prediction 

Positive Actual 4.174 9.193 

Negatif Actual 10.198 70.987 

 

TABLE IV.  PERFORMANCE EVALUATION OF MODEL WITHOUT 

SMOTE-ENN 

Metrics Value 

Accuracy 79,49% 

Precision 29% 

Recall 31% 

F1-Score 30% 

 

 

Fig. 6. Confusion Matrix C4.5 without SMOTE-ENN 

 

 

Following the results after balancing the data using the 

SMOTE-ENN method, the model was re-trained and evaluated. 

The classification results are shown in the following confusion 

matrix: 

TABLE V.  CONFUSION MATRIX C4.5 WITH SMOTE-ENN 

 Positive 

Prediction 

Negatif 

Prediction 

Positif 

Actual 
4.070 9.297 

Negative 

Actual 
9.298 71.887 

 

TABLE VI.  MODEL PERFORMANCE EVALUATION WITH SMOTE-
ENN 

Metrics Value 

Accuracy 80,33% 

Precision 30% 

Recall 30% 

F1-Score 30% 

 

 

Fig. 7. Confusion Matrix C4.5 with SMOTE-ENN 

 

In general, the improvement in model performance is not 

statistically significant. However, in practical terms, this 

balancing process still contributes to the stability of the overall 

prediction, although it is not optimal in detecting minority 

classes. 

When compared to the research of Marlisa et al. (2024) [2], 

who used ADASYN and K-NN, they obtained a sensitivity 

(recall) of 71.79% - much higher than the results in this study. 

Meanwhile, Rezki et al. (2024) [3] showed that using SMOTE 

on C5.0, Random Forest, and SVM algorithms resulted in an 

AUC of up to 0.831. However, they also noted the possibility 

of overfitting due to synthetic data. Similar results occurred in 

this study, where precision increased slightly, but recall showed 

no improvement. 

Wang (2022) research [4] used SMOTE-ENN and 

XGBoost, and managed to obtain 90% accuracy with an AUC 

of 0.90. This corroborates the notion that the success of the 

balancing method is highly dependent on the algorithm 

selection. 

The novelty of this research lies in the application of the 
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SMOTE-ENN method with the C4.5 algorithm on large-scale 

health datasets, which has not been widely explored. The 

scientific contribution provided is to extend the evidence that 

balancing techniques such as SMOTE-ENN need to be 

combined with more adaptive algorithms to achieve optimal 

performance in minority classes. 

The limitations of this research are that no statistical 

significance test has been conducted on metric changes, no 

parameter tuning has been done, and only one classification 

algorithm (C4.5) has been used without comparison. This 

research is implemented using Python with the SMOTE-ENN 

approach and evaluation through Confusion Matrix, but further 

development is still needed to improve classification 

performance, especially in detecting minority classes. 

. 

IV. CONCLUSIONS 

 Based on the results of the research that has been done, the 
C4.5 algorithm without handling data imbalance produces an 
accuracy of 79.49%, but has a low recall for minority classes, 
which is 31%. After applying the SMOTE-ENN method, the 
accuracy increased to 80.33% and the precision for the minority 
class also increased to 30%. However, this method did not 
provide a significant improvement to the recall of minority 
classes. This shows that although SMOTE-ENN is able to 
balance the data distribution, its effectiveness in improving 
classification performance is highly dependent on the 
characteristics of the data and the type of algorithm used. 
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