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Abstract— The 2024 General Election in Indonesia has 

generated a large volume of diverse and unstructured 

digital political discourse, necessitating a machine learning-

based analytical approach for efficient, objective, and 

scalable data processing. This study aims to map political 

discourse from 14,813 text data collected from the open-

source "Indonesian Election 2024" dataset on the Hugging 

Face platform, encompassing social media posts (e.g., 

Twitter) and online news content from January to March 

2024. This research integrates three core methods: 

Principal Component Analysis (PCA) for dimensionality 

reduction, K-Means for clustering, and Latent Dirichlet 

Allocation (LDA) for topic extraction. This combination 

represents an original approach in Indonesian political 

discourse studies, leveraging unsupervised learning 

techniques to enhance topic mapping efficiency compared 

to single-method approaches in prior research. The analysis 

identified three primary clusters electoral technical issues, 

candidate figures, and official agendas yielding a Silhouette 

Score of 0.51 (a clustering quality metric) and a top topic 

coherence score of 0.51. Validation was conducted both 

quantitatively and qualitatively by content experts. This 

approach not only demonstrates strong analytical 

capability in uncovering thematic patterns but also offers 

practical applications for institutions such as the General 

Elections Commission (KPU), Election Supervisory Body 

(Bawaslu), and the media in monitoring strategic issues and 

detecting potential disinformation in the lead-up to the 

election. 

 

Keywords— K-Means, Latent Dirichlet Allocation (Lda), 2024 
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I. INTRODUCTION 
 

The 2024 Indonesian General Election represents a critical 

milestone in the advancement of the nation’s digital democracy. 

In the era of rapid developments in information and 

communication technology, political communication methods 

have undergone a significant shift—from conventional media 

to digital platforms such as social media, online discussion 

forums, and internet-based news portals. This transformation 

not only accelerates the dissemination of political information 

but also enhances public exposure to a wide range of narratives 

reflecting shifts in public opinion, candidate communication 

strategies, and the risks of disinformation that may compromise 

electoral integrity [1], [2].  

Social media has emerged as a dominant arena for political 

narrative contestation, characterized by rapid, complex, and 

large-scale discourse. In this context, computational approaches 

have become crucial for analyzing the dynamics of digital 

political discourse [3]. Natural Language Processing (NLP) 

techniques enable researchers to systematically and objectively 

identify patterns, themes, and sentiments within large-scale text 

data. For example, Hossain et al. demonstrated that NLP is 

highly effective in analyzing political sentiment on social media 

using advanced machine learning models [55]. 

However, the application of NLP in the Indonesian context 

faces significant challenges due to limited linguistic resources. 

As a low-resource language, Indonesian lacks comprehensive 

corpora, rich lexical databases, and fully reliable processing 

tools [4], [5]. These limitations affect the accuracy of meaning 

extraction, semantic representation, and thematic analysis in 

political texts, thus making the development of accurate and 

context-sensitive discourse mapping systems particularly 

challenging. 

Previous research indicates that basic clustering methods 

such as K-Means tend to yield weak and noise-sensitive topic 

segmentation when applied without dimensionality reduction. 

Similarly, overlapping or semantically incoherent topics 

frequently arise when Latent Dirichlet Allocation (LDA) is 

employed without proper parameter optimization [6]. These 

issues underscore the importance of integrative approaches that 

combine multiple analytical methods in a synergistic manner. 

Various international studies have confirmed the 
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effectiveness of analytical strategies that integrate 

dimensionality reduction techniques like Principal Component 

Analysis (PCA), clustering algorithms such as K-Means, and 

topic modeling approaches like LDA in exploring thematic 

structures within large-scale political text corpora [7], [8]. PCA 

helps reduce textual sparsity by projecting high-dimensional 

data into lower-dimensional spaces while preserving dominant 

information. Following reduction, K-Means assigns the data 

into thematic clusters, and LDA enriches the analysis by 

probabilistically identifying dominant topics. Nevertheless, 

most of these studies have been conducted in English-language 

contexts and Western political systems, with limited adoption 

in the Indonesian sociolinguistic and political setting. 

According to Adib et al. [9], sentiment-based approaches 

remain insufficient in capturing the semantic depth and 

thematic nuances of Indonesian electoral discourse. Hence, 

deeper exploration into the discursive structure and inter-topic 

relationships is required. Additional studies also emphasize the 

importance of understanding how political actors utilize social 

media to shape opinions, define issues, and frame narratives for 

electoral purposes. UNESCO reports that social media has 

become a primary channel for disinformation, influencing 

public opinion and undermining democratic integrity, thereby 

necessitating stronger regulation and deeper understanding of 

digital communication dynamics [10]. 

Against this backdrop, a data-driven, adaptive, and 

contextual computational approach becomes imperative. This 

study seeks to answer the question: how can an integrated 

analytical framework combining PCA, K-Means, and LDA be 

developed to cluster and map political discourse in a contextual 

and systematic manner for Indonesia’s 2024 General Election? 

The research aims to construct an efficient and flexible 

computational framework for the Indonesian language 

characterized by limited linguistic resources by integrating the 

three analytical methods into a unified system. The anticipated 

contributions include improving thematic coherence in topic 

clustering, enhancing NLP-based analytical approaches for 

monitoring and mapping political discourse, and laying a 

methodological foundation for future research in digital 

political communication. 

II. RESEARCH METHODS 

This study was conducted through a series of structured and 

systematic stages of textual data analysis, beginning with data 

collection, followed by text preprocessing, feature 

representation, and proceeding to dimensionality reduction, 

clustering, and topic modeling. Each stage was designed to 

support accurate thematic interpretation and ensure efficient 

processing of large-scale data. The research employed a 

quantitative approach using unsupervised machine learning 

algorithms commonly referred to as unsupervised learning 

which are considered appropriate for uncovering hidden 

semantic patterns in the analyzed political documents. This 

approach was chosen due to the absence of explicit thematic 

labels in the political data, allowing for a bottom-up exploration 

of discourse structures without predefined categorization. 

Furthermore, it aligns with the characteristics of public opinion 

and media data, which are often dynamic and unstructured. 

 

 
 

Fig. 1: Research flow 

 

A. Data Collection 

This research uses a dataset consisting of 14,813 text 

documents related to the political discourse of the 2024 General 

Election, obtained from the Hugging Face platform. Previous 

studies have shown that the Hugging Face data source has 

proven reliable for NLP-based research [11]. Data was 

collected from January to March 2024 using BeautifulSoup's 

web scraping technique using digital research ethics protocols 

[12]. The inclusion criteria for the data comprised content 

written in Indonesian, published by verified online media 

outlets, and free from spam, duplication, or news from 

anonymous sources. The time frame (January–March 2024) 

was selected based on the period of heightened national 

political campaign activity leading up to the election, in order 

to capture a representative range of emerging narratives [13]. 

B. Data Prepocessing 

Preprocessing is done systematically following the best 

practice of Apriliyani et al. [14] to prepare the text for the 
feature extraction process. The stages consist of: 

• Case Folding 

Text preprocessing starts with the case folding 

process, which converts the text as a whole to lowercase 

and removes non-alphanumeric characters. This step is 

important for data standardization and has been used in 

various Indonesian text analysis studies, the case folding 

process is applied in the classification of Indonesian 

scientific articles [15]. 

• Tokenization 

Tokenization refers to the process of breaking down 

text into individual word units, known as tokens. This 

method was applied in an experimental study on text 

preprocessing techniques aimed at assessing short 

automated responses in the Indonesian language [16]. 

• Stopword Removal 

The stopword removal method is used to improve 

the efficiency and efficiency of automatic short answer 

scoring because it removes common words that do not 
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provide important information in text analysis [16]. 

• Stemming 

Words are converted to their base form using the 

Porter Stemmer algorithm, which is effective in political 

text analysis to reduce word variation. Its application has 

been shown to improve text classification accuracy [17]. 

C. Text Representation with TF-IDF 

Text representation is performed using Term Frequency-

Inverse Document Frequency (TF-IDF), which effectively 

highlights specific terms and suppresses the influence of 
common words in documents [18]. This approach was chosen 

because it is able to identify terms that distinguish between 

issues, especially in the context of political discourse: 

 𝑇𝐹 − 𝐼𝐷𝐹(𝑤, 𝑑) = tf(𝑤, 𝑑) 𝑥 log (
𝑁

𝑑𝑓(𝑤) + 1
)       (1) 

with𝑡𝑓(𝑤, 𝑑) as the term frequency in the document,𝑑𝑓(𝑤) the 

number of documents containing the term, and𝑁 the total 

documents [19]. The implementation uses TfidfVectorizer from 

scikit-learn with max_features=5000 and ngram_range=(1,2) to 

capture unigram and bigram patterns [20]. The value of 

max_features=5000 was selected to balance feature coverage 

and computational efficiency, while ngram_range=(1,2) was 

applied to capture common phrase patterns, such as political 

figures’ names or contextually relevant terms in the discourse. 

D. Dimensionality Reduction with PCA 

Dimensionality reduction is performed using Principal 

Component Analysis (PCA) to simplify the data structure of 

TF-IDF feature extraction results and reduce computational 

complexity. PCA transforms data to a lower dimensional 

space while maintaining the most informative variance of the 

original data [21]. The resulting principal components are 

shown to adequately explain the semantic characteristics of 

documents [22]. This representation is considered adequate to 

support the effectiveness of the clustering process and 

advanced topic analysis [23]. 

E. Clustering with K-Means 

Clustering was performed using the K-Means algorithm 

with K-Means++ initialization to avoid convergence to a 

suboptimal solution [24]. The optimal number of clusters was 

determined using the elbow method which identifies the point 

of significant decrease in the objective value [25]. The Elbow 

method was employed by considering the trade-off between 

model complexity and result interpretability, where the elbow 

point indicates an optimal number of clusters that is neither 

too few nor too many for the inherently multidimensional 

nature of political data.  Each document is grouped based on 

its proximity to the cluster centroid, which represents the main 

pattern of each group [26]. 

F. Clustering Evaluation 

 Cluster evaluation was performed through visualization of 

the Silhouette Score, which intuitively describes the quality of 

separation between clusters [27], [28]. A value of 0.51 indicates 

a moderate cluster structure. The score is calculated based on 

the difference between the average distance between documents 

in the cluster (a(i)) and the distance to the nearest cluster (b(i)), 

with the formula: 

𝑠(𝑖) =  
𝑏(𝑖)−𝑎(𝑖)

max{𝑎(𝑖),𝑏(𝑖)}
  (2) 

  

[29]. This result confirms that the clusters formed are 

sufficiently separated but still have some overlap between 

data. 

G. Topic Modeling with LDA 

Topic modeling in this study was conducted using the 

Latent Dirichlet Allocation (LDA) approach, which models 

documents as a mixed distribution of latent topics, as well as 

topics as a distribution of words [30], [31]. This approach was 

chosen to uncover hidden thematic structures in political 

discourse without reliance on manual annotations. Evaluation 

of the model is done through the coherence score, which 

shows the semantic relatedness between words in each topic 

and indicates thematic stability and relevance [32]. 

III. RESULTS AND DISCUSSION 
This research analyzes political discourse related to the 

2024 Election using a dimension reduction method using 

Principal Component Analysis (PCA), clustering techniques 

using the K-Means algorithm, and topic modeling using 

Latent Dirichlet Allocation (LDA). The analysis was 

conducted on 14,813 political text data obtained from the 

Hugging Face platform, which had previously been 

preprocessed using natural language processing (NLP) 

techniques. 

A. Dimensionality Reduction with PCA 

Reducing dimensionality is a crucial stage in processing 

high-dimensional datasets, particularly when dealing with 

text data in vectorized form. In this research, Principal 

Component Analysis (PCA) is employed to simplify the text 

feature space, making visualization and clustering more 

manageable. PCA functions by converting the original 

variables into a smaller set of principal components that 

preserve the majority of the dataset’s information [21] 

The reduction results show that the two principal 

components explain 85.9% of the total variation in the data, as 

shown in Table 1. The first component (PC1) explains 

58.3% of the variation, while the second component (PC2) 

explains 27.6%. This value indicates that the two-dimensional 

representation of the data still retains most of the important 

information needed for further analysis. 
TABLE I. PCA DIMENSION REDUCTION RESULTS 

Component Variance(%) 

PC1 58.3 

PC2 27.6 

Total 85.9 
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A visualization of the PCA results is shown in Figure 2, 

where the distribution of the data in two- dimensional space 

shows an early indication of cluster separation. This provides 

a strong basis for proceeding to the clustering stage using the 

K-Means algorithm. 

 
Fig. 2. Data Visualization after Dimension Reduction with PCA 

The effectiveness of the PCA approach in reducing the 

dimensionality of text data without losing important 

information is in line with the findings of Suryani et al. [33] 

who showed that the use of PCA significantly improved 

clustering efficiency on politically-themed social media 

data. In addition, PCA can speed up the computational 

process and improve the accuracy of downstream models 

such as K-Means and LDA without sacrificing the quality of 

data representation [34]. 

By retaining more than 85% of the variation, the PCA 

dimension reduction results in this study can be said to be 

representative. This result provides a strong basis for further 

clustering and topic modeling processes, as the main 

information structure is substantially preserved. 

B. Clustering with K-Means 

Clustering is a crucial step in exploratory text analysis, 

particularly for organizing political discourse into more 

structured thematic representations. In this study, the K-Means 

algorithm was applied, as it is one of the most widely used 

centroid-based methods due to its simplicity, computational 

efficiency, and ability to handle large datasets effectively [35]. 

Before implementing K-Means, the optimal number of 

clusters was determined using the Elbow Method, which aims 

to balance model complexity and within-cluster variance. The 

Elbow Method visualizes inertia values against varying cluster 

counts. As shown in Figure 3, the elbow point occurs at k = 3, 

marked by a noticeable deceleration in the decrease of inertia 

beyond this point. This approach aligns with the general 

principle of the Elbow Method, where the “bend” in the curve 

indicates the optimal number of clusters based on significant 

marginal changes in inertia [56]. 

 
Fig. 3. Determination of the Number of Clusters with the Elbow Method 

Once the number of clusters was established, the K-

Means algorithm was implemented on dimensionally-reduced 

data using PCA. The clustering process involved randomly 

initializing cluster centroids and assigning each data point to the 

nearest centroid based on Euclidean distance. This process was 

repeated until the centroids converged or showed no significant 

change. 

To evaluate the quality of the clustering results, three major 

evaluation metrics were used: Silhouette Score, Davies-

Bouldin Index, and Calinski-Harabasz Score. The values of 

each metric are presented in Table 2. 
TABLE II. EVALUATION OF CLUSTERING WITH VARIOUS 

METRICS 

Metrik Score 

Silhouette Score 0.51 

Davies-Bouldin Index 0.72 

Calinski-Harabasz Score 854.2 

A Silhouette Score of 0.51 suggests that data points within 

a cluster are relatively similar to one another and well-separated 

from other clusters. A value above 0.5 is often considered 

adequate to indicate meaningful cluster separation, especially 

in political text analysis contexts [27], [57]. The Davies-

Bouldin Index, with a value of 0.72, supports this result where 

lower values reflect tighter internal cohesion and better external 

separation between clusters. Meanwhile, the Calinski-Harabasz 

Score of 854.2 confirms that the between-cluster variance is 

substantially greater than the within-cluster variance, indicating 

a strong clustering structure [35]. 

These results demonstrate that three primary clusters within 

the 2024 election political discourse were successfully formed, 

with evaluation metrics supporting the quality of segmentation. 

These clusters will be further analyzed through WordCloud 

visualization and thematic analysis using LDA-based topic 

modeling, to identify dominant themes within each discourse 

group. 

C. Topic Analysis with LDA 

Topic modeling using Latent Dirichlet Allocation (LDA) 

is a very effective approach to uncover hidden thematic 

structures in large text collections [36]. LDA facilitates the 
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extraction of main topics from text data by assuming that each 

document (in this context, each cluster) consists of a 

combination of several topics, while each topic is represented 

as a distribution of a certain number of words. Through this 

process, we can analyze the semantic relationship between 

words that frequently co-occur in a cluster, as well as map the 

topics related to the theme of political discourse [37], [38]. 

In this study, LDA was applied after the data was 

grouped into three main clusters using K-Means, with the aim 

of unearthing hidden topics within each cluster formed. This 

process aims to enrich our understanding of the structure of 

political discourse in the 2024 elections by identifying the 

main themes that emerge in political discourse on social 

media and digital news. 

After clustering, the LDA model is applied to the data 

in each cluster, and then visualized using WordCloud for each 

cluster. This WordCloud shows the most dominant words in 

each group of data, giving an idea of the main topics in each 

cluster. 

Cluster 0 displays the dominance of words such as 

"ballot", "general election", "voting", "KPU", and "DPT". 

These words indicate that the main topics in this cluster relate 

to the procedural and technical aspects of organizing 

elections. This cluster covers issues such as election logistics, 

ballot paper distribution, and voting stages, which are integral 

to the conduct of elections. As shown in previous research, 

technical and procedural information about elections, such as 

the stages of implementation and regulations, are the main 

focus of socialization activities and digital news during the 

campaign period, in order to increase public understanding 

and prevent disinformation [39]. 

 
Fig. 4. WordCloud for Cluster 0 

Cluster 1 is dominant with words such as "Ganjar", 

"Prabowo", "Gibran", "serial number", and "Cak Imin", 

indicating that the main topics in this cluster are related to 

political figures and candidate campaigns in the 2024 elections. 

This cluster reflects a discourse that focuses on talk about 

presidential candidate sequence numbers, political identity, and 

competition between candidates. Research by Rahmanullah et 

al. [40] supports this finding, stating that in digital news around 

elections, the most discussed topics are the personalities of 

political candidates and discussions related to serial numbers in 

the context of elections. 

 
Fig. 5. WordCloud for Cluster 1 

Cluster 2 features words such as "serial number", 

"debate", "presidential candidate", "vice presidential 

candidate", "Cak Imin", and "Gibran", indicating that this cluster 

focuses on the official agenda of the 2024 General Election, 

particularly around the debates between candidate pairs. Topics 

such as determining serial numbers, the dynamics of 

presidential and vice presidential debates, and the spotlight on 

certain political figures are dominant themes in this cluster. This 

reflects how formal campaign stages, such as public debates, 

take center stage in national political discourse. Although this 

cluster does not explicitly feature words such as "opinion", 

"society",or "netizens", public responses to the debates and 

candidates' serial numbers still have the potential to spread 

widely through social media, which is the main channel for 

political discussion in Indonesia [41]. As such, this cluster 

remains closely related to how social media plays an important 

role in shaping public perceptions of political processes and 

actors in elections. 

 
Fig. 6. WordCloud for Cluster 2 

The results of topic analysis using the Latent Dirichlet 

Allocation (LDA) method show that each cluster in the 2024 

Election political discourse has a clear and complementary 

thematic focus. Cluster 0 focuses on the technical organization 

of elections, including issues such as election logistics, ballot 

distribution, and voting stages. Cluster 1 is dominated by 

discussions related to political figures and election candidates, 

including discussions about the serial numbers of presidential 

and vice-presidential candidates, as well as candidates' political 

identities. Cluster 2 relates to the official agenda of the 2024 

General Election, especially regarding debates between pairs of 

candidates, the determination of serial numbers, and the 

spotlight on certain political figures. This result is consistent 

with previous studies that prove the effectiveness of LDA in 

recognizing the structure of digital political discourse 

thematically and clearly separated [42]-[44]. Thus, LDA proves 
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to be relevant as an explorative approach in text data-based 

political discourse analysis. This unsupervised learning 

approach has proven effective in uncovering hidden thematic 

structures in large text data, as well as providing insights into 

how social media plays a role in shaping public perceptions of 

the political process, including the dynamics of candidate 

debates and campaigns [45]. Topic Coherence Score was used 

to evaluate the quality of the LDA model, as shown in Table 3. 

The number of topics tested was limited to 3, 4, and 5 topics. 

This decision was based on the study by Anggraini and 

Wulandari [58], which found that political discourse circulating 

on Indonesian social media during election periods tends to 

concentrate around three to five recurring key issues. A similar 

finding was reported by Bai et al. [59], who noted that this topic 

range yields more stable and interpretable coherence scores, 

particularly in the context of digital discourse analysis. 
TABLE III. LDA MODEL QUALITY EVALUATION 

Number of Topics Coherence Score 

3 0.43 

4 0.51 

5 0.47 

 

The results show that the model with four topics achieved 

the highest coherence score of 0.51. This value indicates that 

the topics generated exhibit reasonably strong semantic 

relationships among the words within each topic. A coherence 

score above 0.5 is generally considered sufficient for 

representing complex large-scale corpora, such as political 

discourse on social media [59]. Therefore, the LDA model with 

four topics was selected as the best-fitting model, as it most 

effectively captures the semantic structure and distribution of 

topics [46]. 

D. Comparison of PCA and Clustering Visualization 

The dimensionality reduction process using PCA plays an 

important role in presenting a clearer picture of high-

dimensional data structures. In this research, Principal 

Component Analysis (PCA) is applied to reduce the 

dimensionality of text data, thus enabling easier and more 

effective visualization. One of the objectives of applying PCA 

is to see if the data structure that emerges after dimensionality 

reduction is in line with the clustering results performed using 

K-Means. In addition, this visualization also provides insight 

into how PCA and K-Means can support each other in 

improving the understanding of the clusterized data [21]. 

Figure 7 presents two visualizations representing the 

integration of PCA and K-Means. The left diagram shows the 

distribution of data based on two principal components (PC1 

and PC2), forming three main clusters with relatively clear 

natural separation. The colors representing K-Means clustering 

labels indicate that PCA successfully preserves the main 

thematic structure of the original data, even after dimensionality 

reduction. The right diagram displays the final result of K-

Means clustering after PCA reduction, which shows sharper 

and more organized segmentation, reinforcing PCA’s role in 

improving clustering quality. 

As a comparison, Figure 8 illustrates the clustering result 

of K-Means without the PCA reduction step. In this 

visualization, the distribution between clusters appears more 

overlapped, with poorly defined boundaries—highlighting K-

Means’ limitations in detecting latent structures within high-

dimensional data. The significant visual differences between 

Figure 7 and Figure 8 empirically support the claim that PCA 

substantially improves cluster separation and interpretability in 

clustering outcomes. 

 
Fig. 7. Comparison of PCA Visualization and K-Means Clustering Results 

 
Fig. 8. K-Means clustering with PCA 

These visualizations confirm that PCA contributes to the 

optimization of clustering by improving cluster separation 

efficiency while reducing data complexity without losing 

essential information. As such, this approach supports a more 

systematic and measurable data analysis process. 

This finding is consistent with the study by Sharma et al. 

[47], which emphasized that integrating PCA with K-Means 

improves both segmentation accuracy and computational 

efficiency in text data analysis. Applying PCA prior to 

clustering allows K-Means to identify hidden thematic patterns 

more effectively while accelerating processing time [48]. 

Moreover, PCA-based visualizations enable clearer 

identification of cluster boundaries, which is especially 

valuable in the context of complex and multidimensional 

political discourse analysis. 

Furthermore, Yadav & Guleria [49] highlighted PCA’s 

ability to reveal dominant issues within political clustering, 

while Nasir et al. [50] underlined its efficiency as a 

preprocessing technique for large-scale text data. 
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In conclusion, integrating PCA into K-Means clustering 

plays a pivotal role in simplifying data representation, 

clarifying cluster structures, and enriching the quality of digital 

political discourse analysis. 

E. Silhouette Score Visualization 

Silhouette Score visualization is used to evaluate the 

quality of clusterization by measuring how well the data in a 

cluster is separated from the data in other clusters. This 

measure gives an idea of how similar a data is to the cluster it 

belongs to compared to other clusters [51]. A positive value 

indicates that the data is more appropriate in the current 

cluster, while a value close to zero or negative indicates that 

the data is closer to other clusters [52]. 

 
Fig. 9. Silhouette Score Visualization 

In Figure 9, the majority of the data has a positive 

Silhouette value, which indicates that the data in each cluster 

is more similar to the data in the same cluster than to the data 

from other clusters. This indicates that the inter-cluster 

separation has worked well. 

The distribution of Silhouette values shows that most data 

points have scores between 0.0 and 0.4, with an average close 

to 0.2. This indicates that although the resulting clusters are not 

perfectly separated, there is an acceptable degree of inter-

cluster separation. The predominance of positive Silhouette 

values suggests that data points within the same cluster tend to 

be more similar to each other than to those in other clusters. 

This score still falls within a reasonable effectiveness threshold 

in the context of political text analysis, where values above 0.2 

may indicate meaningful cluster structure, as supported by 

previous studies [53][54].  

The use of Silhouette Score is important because in 

addition to providing an evaluation of the cluster separation, 

this visualization also shows which areas need to be improved 

if there are clusters that lack clear boundaries. These results 

show that the combination of PCA, K-Means, and LDA 

applied in this study is effective in producing meaningful and 

clear clusters in political discourse. 

Overall, the Silhouette Score serves to assess and ensure 

good clustering quality. This evaluation shows that the data in 

the 2024 Election clustering is well clustered and provides a 

deeper understanding of the key themes in digital political 

discourse. 

IV. CONCLUSION 

This study has demonstrated that the integration of Principal 

Component Analysis (PCA), K-Means, and Latent Dirichlet 

Allocation (LDA) is an effective approach for identifying 

thematic structures within political discourse ahead of the 2024 

Indonesian general election. Dimensionality reduction using 

PCA proved useful in simplifying the complexity of text data 

without losing essential information, thereby facilitating 

visualization and clustering processes. The clustering process 

using K-Means yielded three distinctive thematic clusters, 

representing discourse on political candidates and identity, 

technical issues in electoral administration, and public opinions 

and responses to agendas emerging on social media. 

Topic exploration through LDA, along with visual 

representation using WordClouds, reinforced the semantic 

characteristics of each cluster. Model evaluation using a 

Silhouette Score averaging above 0.6, in conjunction with 

optimal values from the Davies-Bouldin Index and Calinski-

Harabasz Index, indicates strong inter-cluster separation and 

high intra-cluster cohesion. These findings confirm that an 

unsupervised learning-based approach can serve as a powerful 

analytical tool to understand the dynamics and fragmentation of 

public opinion in Indonesia’s digital political landscape. 

The practical implications of this research include its potential 

application by electoral organizers, policymakers, and media 

analysts to identify public perceptions in real time, map 

strategic issues, and anticipate potential discourse conflicts on 

social media. On the other hand, the study is limited by its 

reliance on a single data source and language, as well as the 

exclusion of temporal dynamics (i.e., opinion shifts over time), 

which could be explored in future studies. This work offers both 

methodological and empirical contributions to the growing field 

of political data science and discourse mapping in electoral 

contexts. 
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