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Abstract— The first five years of life are a golden age for 

growth and development, so fulfilling nutritional intake during 

this period is very important to avoid stunting or growth failure. 

The problem of stunting is still the focus of the government 

because it is related to nutrition which is one of the key aspects for 

the development of qualified resources as well as in national 

development. According to the report of the Ministry of Health in 

2023, it was stated that the results of the 2023 Indonesian Health 

Survey showed that there had been a decreasing in the prevalence 

of stunting over the past 10 years but it had not been able to meet 

the target of the 2020-2024 National Medium-Term Development 

Plan of 14% in 2024. This study will classify the toddler’s 

nutritional status using the Naive Bayes method. This method uses 

a probability technique with Bayes' theorem which is based on the 

assumption of mutually independent and equal conditions. The 

calculation of the Naive Bayes probability in this study uses the 

Multinomial distribution because the data used is discrete data. 

The total numbers of toddlers’ nutritional status data obtained 

was 245 data, with 4 invalid data. Based on the data set owned, the 

number of samples for each class label had an unbalanced 

number. One method could be used to handle this unbalanced data 

is the random oversampling method, Synthetic Minority 

Oversampling (SMOTE). SMOTE will create synthetic data 

randomly to balance minority data samples. The analysis and 

testing results showed that in Multinomial Naive Bayes with the 

10-cross validation technique, the g-means value obtained on the 

original data set was 44.98% while in the balanced data set the g-

means value was 80.06%. In Multinomial Naive Bayes with the 

split validation technique, the g-means value obtained on the 

original data set was 44.20% while in the balanced data set was 

80.06%. This showed that there was an increase in the g-means 

value of 35%. It can be stated that the SMOTE method effectively 

improves the overall capability of the Multinomial Naive Bayes 

model. 
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I. INTRODUCTION 

Stunting is a problem of growth failure due to inadequate 
nutritional intake [1]. Stunting is common in infants under five 
years old or in toddlers. Infants with stunting status are 
characterized by weight and height that are not in accordance 
with their age. Stunting condition can affect intelligence levels 

and motor development [2]. In fact, the first five years of life 
are the golden age for growth and development. Therefore, 
stunting has a long-term impact, namely causing a decline in 
the quality of human resources and degenerative disease 
problems [3]. Based on this, reducing stunting rates becomes 
the main focus of the Indonesian government nowadays, 
because although stunting rates have decreased every year, they 
are still far from the expected target [4], [5]. The problem of 
stunting is still a focus of the government because it is related 
to nutrition which is one of the key aspects for developing 
quality resources as well as in national development. 

In this study, the nutritional status of toddlers will be 
classified using the Naive Bayes method. This method is used 
because the calculation is simple [6], it can work quickly [7], it 
has a high level of accuracy [8], and it can work even with a 
small data set [9]. The data used in this study is the 2022 
toddlers’ nutritional data obtained from the XYZ Health Center 
in Palembang. In the data, there is one class label that is more 
dominant than the other class labels, so the data become 
unbalance.  

Data imbalance will result in the minority class label being 
ignored and the classification results tend to lean towards the 
majority class label. It can cause bias in data classification, thus 
it can affect the performance of the classification model [10]. 
The technique used to balance the data is called resampling. 
Resampling is a data preparation stage (pre-processing) by 
adding or reducing samples to the data set. There are three 
resampling techniques, namely oversampling, under-sampling, 
and hybrid, namely a combination of oversampling and under-
sampling techniques. The oversampling technique is more 
widely used because it does not remove important information 
from a data set [11]. In previous studies, a comparison of 
random oversampling, Synthetic Minority Oversampling 
(SMOTE) and borderline SMOTE methods was conducted on 
telecommunications company churn data. The results obtained 
showed that the SMOTE method produced better balanced data 
than other methods [12]. Therefore, this study will apply the 
SMOTE method. This method is hopefully being able to 
balance toddlers ‘nutritional status data so that it can increase 
the level of accuracy of the classification carried out because 
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the data pattern becomes easier to understand. Next, it will 
analyse whether the SMOTE method has an influence on the 
performance of the Naive Bayes method in classifying the 
nutritional status of toddlers or not. 

II. RESEARCH METHODOLOGY 

A. System Overview 

The stages carried out in this study can be seen in Figure 1. 

The first step taken is to prepare the data set. The data used in 

this study is toddlers’ nutritional status data. Variables whose 

values are in the form of categories are changed to numeric, 

which are then saved as a document in csv format. Furthermore, 

the data set is balanced with the oversampling technique using 

the SMOTE method so that the number of data sets increase. 

The next stage is to create a classification model using the 

Multinomial Naive Bayes method with cross validation and 

split validation on the data set before and after oversampling. 

The model that has been created is then tested and analyzed by 

calculating accuracy, precision, recall, f-measure and g-means 

to determine the classification performance. Based on the 

results obtained, it can be concluded that whether the SMOTE 

method affects the performance of toddlers’ nutritional status 

classification using the Multinomial Naive Bayes method or 

not. 

 

Fig. 1. Research Stages 

B. Implication Research 

In previous studies, the application of the SMOTE method 

was carried out on a large dataset. In addition, each study 

performed classification using one of the validation techniques. 

Studies [11], [12], [13] used split validation, while studies [10], 

[14] used k-cross validation. In this study, data balancing will 

be carried out with a small amount and the analysis of the 

Multinomial Naive Bayes classification model will be carried 

out with both data validation techniques, namely split validation 

and k-cross validation. 

C. Dataset Description 

In this study, the variables used in determining the 

nutritional status of toddlers are gender, birth weight, birth 

height, age, weight, height, and weight gain status obtained 

during identification of toddlers. There are also variables 

obtained from the calculation of the comparison of weight and 

height with age. The distribution and visualization of toddlers’ 

nutritional status data can be seen in Figure 2 and Figure 3. 

Based on the image, it is clear that the data set that will be used 

in this study is not balanced. In Figure 3, the class 1 label is for 

toddlers with malnutrition, class 2 is for good nutrition, class 3 

is for the risk of over nutrition, class 4 is for over nutrition, 

while 5 is for obesity. 

 

Fig. 2. Data Distribution 

 

Fig. 3. Data Visualization 

D. SMOTE 

SMOTE is a data resampling technique where the number 

of minority data samples will be increased to balance the 

number of majority data samples. This technique is good for 

small data sets, so it is expected not to reduce important 

information in it. How SMOTE works is to find the nearest 

neighbors as many as k on each minority data to create 

replica/synthetic data as much as the percentage needed 

between the minority data and its k nearest neighbors randomly 

by calculating the difference in their vectors [13]. Determining 

k is at least n-1, where n is the number of minority data. The 

calculation of the SMOTE method uses formula (1). 

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + 𝜆 ∙ (𝑥𝑗 − 𝑥𝑖)   (1) 

with xi is the original point of the minority data, xj is the nearest 
neighbouring point of xi and λ is a random value between 0 and 
1 that will determine how far the synthetic point xnew is from xi 
towards xj [14].  

Data Preparation

Oversampling data

Creation of classification models

Submission and analysis of classification 
models

Drawing conclusions
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E. Naïve Bayes 

Naive Bayes is one of the supervised learning methods that 
can be used to predict labels or classes of data by calculating 
the probability of each training data label [15]. This method is 
not only easy, but also fast so it is often used [10]. This method 
uses probability techniques with Bayes' theorem which is based 
on the assumption of conditional independence and equality. 
Independence means that assuming all attributes are free to be 
targeted and equality means that an event where all attributes 
are considered equally important [16]. This assumption refers 
to the idea that the effect of one attribute value on a particular 
class is unrelated to the value of other attributes. Naive Bayes 
is implemented with low complexity because it does not require 
a lot of data for training and does not require model 
optimization [17], [18]. The calculation of Naive Bayes 
probability can use the Gaussian distribution formula for 
continuous data, while discrete data can use the Multinomial 
distribution. Based on previous research, it was stated that the 
Multinomial Naive Bayes method was able to create a 
classification model with a fairly high average performance 
[19]. The Multinomial distribution is used to determine the 
probability that is categorized in more than two groups. In 
general, if an experiment can produce one of k possible 
outcomes E1, E2,..., Ek, with probability p1, p2,..., pk, then the 
Multinomial distribution will provide the probability that E1 
occurs x1 times, E2 occurs x2 times, ..., and Ek occurs xk times in 
n independent experiments, where: 

𝑥1 + 𝑥2 + ⋯ + 𝑥𝑘 = 𝑛  (2) 

𝑝1 + 𝑝2 + ⋯ + 𝑝𝑘 = 1  (3) 

With probability distribution, 

𝑓(𝑥1, 𝑥2, … , 𝑥𝑘; 𝑝1, 𝑝2, … , 𝑝𝑘; 𝑛)  (4) 

Any particular sequence that produces x1 outcomes for E1, 
x2 for E2, ..., xk for Ek will occur with probability 

𝑝1
𝑥1 , 𝑝2

𝑥2 , … , 𝑝𝑘
𝑥𝑘. The total number of sequences that produce 

similar outcomes for n trials is equal to the number of partitions 
of the n items into k groups with x1 in the first group, x2 in the 
second group, ... and xk in the k-th group. This can be done in: 

(
𝑛

𝑥1,𝑥2,…,𝑥𝑘
) =

𝑛!

𝑥1!𝑥2!…𝑥𝑘!
  (5) 

Since each trial will produce k outcomes E1, E2, …, Ek with 
probabilities p1, p2, …, pk, then the probability distribution of 
the random variables x1,x2,…,xk which states the number of 
occurrences of E1, E2, …, Ek in n trials is: 

𝑓(𝑥1, 𝑥2, … , 𝑥𝑘; 𝑝1, 𝑝2, … , 𝑝𝑘; 𝑛)=(
𝑛

𝑥1 ,𝑥2,…,𝑥𝑘
) 𝑝1

𝑥1𝑝2
𝑥2 …𝑝𝑘

𝑥𝑘      (6) 

with  ∑ 𝑥𝑖 = 𝑛𝑘
𝑖=1  and ∑ 𝑝𝑖 = 1𝑘

𝑖=1  

 

F. Data Validation 

The selection of model validation methods in the 

classification process plays an important role in overcoming 

possible over fitting. Commonly used model validation 

methods are cross validation and split validation. Cross 

validation is suitable for limited data sets [16]. There are several 

methods of cross validation, but the one used in this study is k-

fold where the data will be segmented into parts of the same 

sizes, one part will be used as testing data and the other as 

training data. Split validation is a model validation method that 

randomly divides training data and testing data according to a 

predetermined proportion [20]. 

 

Fig. 4. Illustration of Split Validation [15] 

 

Fig. 5. Illustration of Cross Validation [18] 

F. Classification Performance 

Classification performance measurement is needed to 

evaluate the classification model that has been created. 

Confusion Matrix is a classification performance measurement 

by calculating the number of correct and incorrect class labels. 

In this study, data is classified into more than two class labels, 

so it can be stated as multi-class. The calculation of the 

Confusion Matrix in multi-class can be stated in formula (7). 

Other classification performance criteria are calculated based 

on the results of the Confusion Matrix [21], namely recall (8), 

precision (9), accuracy (10), f-measure (11), specificity (12) and 

g-means (13). 

𝑀(𝑟, 𝑐) = ∑ (𝐼(𝑦𝑖 = 𝑟)𝐼(ℎ(𝑥𝑖) = 𝑐)), ∀𝑟 , 𝑐𝑚
𝑖=1 ∈ {0, . . . , 𝑞 − 1}    (7) 

With M, being the value of Confusion Matrix for multi-class, r 

and c are the rows and columns of M, m is the number of data 

sets. I(.) is the indicator function, xi is the i-th input of classifier 

h(.), yi is the true label of input xi and q is the number of classes 

[22]. 

𝑟𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
   (8) 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (9) 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑛
  (10) 

𝑓𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
  (11) 
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𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁+𝐹𝑃
 (12) 

𝑔𝑚𝑒𝑎𝑛𝑠 = √𝑟𝑒𝑐𝑎𝑙𝑙 − 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦  (13) 

where n is the number of data, True Positive (TP) and True 
Negative (TN) are the number of class labels that are correctly 
classified, while False Positive (FP) and False Negative (FN) 
are the number of class labels that are not correctly classified. 
Previous research stated that accuracy measurement was less 
appropriate if it was used as an evaluation of model 
performance with imbalanced data because the minority class 
did not affect the level of accuracy [23]. 

III. RESULT AND DISCUSSION 

At data preparation stage, 245 toddler nutritional status data 
were obtained, with 4 invalid data. After oversampling, there 
was an increase of data set, from 241 became 430 data. The 
number of toddler nutritional status data obtained was 245 data, 
with 4 invalid data. Toddler nutritional status data with 
variables are gender (male and female), age (in months), birth 
weight and measured weight (in Kg), birth height and measured 
height (in Cm), age weight (very less, less, normal, and higher 
risk), age height (very short, short, normal, and tall), weight 
gain status (no increase, no previous data and increase) and 
class labels in the form of toddler nutritional status 
(undernutrition, good nutrition, risk of overnutrition, 
overnutrition, and obesity). Samples of raw data obtained can 
be seen in Table I while samples of processed data sets can be 
seen in Table II. 

TABLE I.  RAW DATA SAMPLE 

Variable Score 

Sex Male 

Birth Weight 2,7 

Birth Height 48 

Age 4 years - 6 months - 6 days 

Weight 15 

Height 101 

Age Weight Normal 

Age Height Normal 

Gain Weight O 

Nutritional Status Good Nutrition 

TABLE II.   DATA SET SAMPLE 

Variabel Nilai 

Sex 1 

Birth Weight 2,7 

Birth Height 48 

Age 54 

Weight 15 

Height 101 

Age Weight 3 

Age Height 3 

Gain Weight 2 

Nutritional 

Status 2 

 

 In the next stage, namely data oversampling, creating, 

testing, and analysing classification model was carried out by 
using Python language which was run on the Google 
Collaborator platform. The libraries used were io, pandas, 
scikit-learn (sklearn), imbalanced-learn (iblearn), mathplotlib, 
and seaborn. The io library was used for input and output 
processes, pandas was used for data manipulation and analysis, 
sklearn was used for classification, imblearn was used to handle 
data imbalance, and mathplotlib and sklearn were for data 
visualization. 

 The classification model creation was carried out using two 
validation methods. The first was using k-fold cross validation 
with k of 10 and the second was using split validation with a 
test size of 0.33. Both were carried out on the original data set 
and the data set after oversampling using SMOTE. The k value 
used in the SMOTE method in this study was 2 because the 
number of minority class data in the data set, namely 
malnutrition, was 3. Figure 6 is the Confusion Matrix of the 
Multinomial Naive Bayes classification model with 10-fold 
cross validation on the original data set, while Figure 7 is the 
Confusion Matrix of the Multinomial Naive Bayes 
classification model with 10-fold cross validation on the data 
set after being balanced with the SMOTE method. A 
comparison of the performance of the models that have been 
calculated based on the two Confusion Matrices can be seen in 
Table III. 

 

Fig. 6. Confusion Matrix Multinomial Naive Bayes with 10-Cross Validation 
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Fig. 7. Confusion Matrix Multinomial Naive Bayes-SMOTE with 10-Cross 
Validation 

TABLE III.  COMPARISON OF MODEL PERFORMANCE WITH 

10-CROSS VALIDATION 

Variable MNB (%) MNB-SMOTE (%) 

Accuracy 67,65 77,67 

Precision 64,00 71,61 

Recall 67,65 77,67 

f-measure 65,38 73,10 

g-means 44,98 80,06 

 

Based on the analysis and testing results in Table 3, overall 
the SMOTE method affects the performance of Multinomial 
Naive Bayes with 10-cross validation in classifying the toddler 
nutritional status data set. This can be specifically explained 
based on each measurement variable. The performance of the 
model with the original data set has an accuracy level of 
67.65%, while with the balanced data set, the accuracy level 
increases to 77.67%. This shows that the MNB-SMOTE model 
is overall better at predicting classes correctly. The model 
performance with the original data set has a precision value of 
64% while with the balanced data set, the precision value 
increases to 71.61%. This increasing indicates that the MNB-
SMOTE model is better at avoiding false positive predictions. 
The model performance with the original data set has a recall 
value of 67.65% while with the balanced data set, the recall 
value increases to 77.67%. This increasing indicates that the 
MNB-SMOTE model is better at identifying all positive 
instances. The model performance with the original data set has 
an f-measure value of 65.38% while with the balanced data set, 
the f-measure value increases to 73.10%. This increasing 
indicates an increase in the balance between precision and recall 
in the MNB-SMOTE model. 

In the last variable, namely g-means, there is also an 
increasing, the g-means value on the original data set is 44.98% 
while on the balanced data set, the g-means value is 80.06%, 
meaning that the SMOTE method effectively improves the 
model's ability to classify data based on class labels better, 
especially minority classes that may be underrepresented in the 

original data.  

Figure 8 is the Confusion Matrix of the Multinomial Naive 
Bayes classification model with split validation on the original 
data set, while Figure 9 is the Confusion Matrix of the 
Multinomial Naive Bayes classification model with split 
validation on the data set after being balanced with the SMOTE 
method. A comparison of the model performance calculated 
based on the two Confusion Matrices can be seen in Table IV. 

 

Fig. 8. Confusion Matrix Multinomial Naive Bayes with Split Validation 

 

Fig. 9. Confusion Matrix Multinomial Naive Bayes-SMOTE with Split 
Validation 

TABLE IV.  COMPARISON OF MODEL PERFORMANCE WITH 

SPLIT VALIDATION 

Variable MNB (%) MNB-SMOTE (%) 

Accuracy 65,00 76,80 

Precision 63,00 66,30 

Recall 65,00 76,80 

f-measure 64,00 71,00 

g-means 44,20 79,40 
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Based on the analysis and testing results in Table IV, it can 
be stated that the classification model of the Multinomial Naive 
Bayes method with split validation also overall shows that the 
SMOTE method affects the performance in classifying the 
toddler nutritional status data set. This can be explained 
specifically based on each measurement variable. The accuracy 
level of the model with the original data set is 65%, while with 
the balanced data set, the accuracy level increases to 76.80%. 
This shows that overall the MNB-SMOTE model is better at 
predicting classes correctly. The precision value of the model 
with the original data set is 63% while with the balanced data 
set, the precision value increases to 66.30%. This shows that the 
MNB-SMOTE model is better at avoiding false positive 
predictions. The recall value of the model with the original data 
set is 65% while with the balanced data set, the recall value 
increases to 76.80%. This shows that the MNB-SMOTE model 
is better at identifying all positive instances. The f-measure 
value of the model with the original data set is 64% while with 
the balanced data set, the f-measure value increases to 71%. 
This shows an improvement in the MNB-SMOTE model in 
measuring the classification of minority class labels on 
imbalanced data. The g-means value provides an overview of 
the overall model performance. The g-means value of the model 
with the original data set is 44.20% while on the balanced data 
set it increases to 80.06%, meaning that the SMOTE method 
effectively improves the overall capabilities of the Multinomial 
Naive Bayes model. 

IV. CONCLUSION 

The conclusion of this study is that data resampling had been 
carried out by using SMOTE method, with the initial data set 
was from 241 data to 430 data. In classification model with 10-
cross validation technique, an increase in accuracy was 10.02%, 
in precision was 7.61%, in recall was 10.02%, in f-measure was 
7.72%, and in g-means was 35.08%. The classification model 
with the split validation technique also showed an increase in 
accuracy of 11.8%, in precision of 3.3%, in recall of 11.8%, in 
f-measure of 7%, and g-means of 35.2%. Based on these results, 
it can be stated the SMOTE method affects the performance of 
the Multinomial Naive Bayes classification model. Although 
the results of the two validation techniques used in this study 
did not provide a significant comparison, it can also be stated 
that the k-fold validation technique with k = 10 can maximize 
the use of information from a small dataset. 
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