Analysis of MSME Data Grouping in the Culinary and Handicraft Sector Using the AHC Method
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***Abstract*— The high number of migrants in the city of Yogyakarta has resulted in the opportunity for Micro, Small and Medium Enterprises (MSMEs) in the culinary and handicraft sector to increase. The large amount of data collected by the Cooperative Office which reached thousands caused me to have difficulty in determining what training training was needed by MSMEs and also difficulty in choosing which MSMEs I would get the trainings held by the Cooperative Office. In addition, the Yogyakarta Cooperative and MSME Office has difficulty in choosing which MSMEs need to receive these trainings. Grouping can be used as a strategy in selecting MSMEs and determining trainings according to their respective needs. The purpose of this study is to group MSMEs with the Agglomerative Hierarchical Clustering Single Linkage method and its application to provide recommendations for MSME groups to the Yogyakarta Cooperative and MSME Office. The results of the recommendations for the number of groups can be used in providing implementation, design, and evaluation of the development and empowerment of MSME data in Yogyakarta City. This study used Agglomerative Hierarchical Clustering Single Linkage method. The stages in this research are Data Load, Data Cleaning, Data Selection, Data Transformation, Clustering Process with AHC linkage, Silhouette Coefficient, and Knowledge Representation. This study produced 2 group recommendations from a total of 1336 Culinary MSME data and 3 group recommendations from a total of 145 Craft MSME data. The results of the silhouette score test in the Culinary Field are included in the strong structure category with a value of 0.79 and the Study Field is included in the Medium Structure category with a value of 0.615. From the number of groups, recommendations were obtained to improve a service in increasing MSMEs, especially in turnover of less than 10 million, marketing purposes in the Yogyakarta area, and did not have capital assistance from the government.**
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***Abstract*—The high number of migrants in the city of Yogyakarta has resulted in increased opportunities for Micro, Small and Medium Enterprises (MSMEs) in Culinary and Handicrafts. The large amount of data collected by the Cooperative Office, which reached thousands, caused inas to have difficulties in determining what training was needed by MSMEs and also difficulties in choosing which MSMEs would receive training held by the Cooperative Office. In addition, the Yogyakarta Cooperatives and UMKM Office had difficulties in selecting which UMKM needed to receive these trainings. Grouping can be used as a strategy in selecting MSMEs and determining training according to their individual needs. The purpose of this study was to group SMEs using the Agglomerative Hierarchical Clustering Single Linkage method and its application to provide recommendations for MSME groups to the Yogyakarta Cooperative and MSME Office. The results of the recommendations for the number of groups can be used in providing implementation, design, and evaluation of the development and empowerment of MSME data in the City of Yogyakarta. This study uses the Agglomerative Hierarchical Clustering Single Linkage method. The stages in this research are Load Data, Cleaning Data, Data Selection, Transformation Data, Clustering Process with AHC single linkage, Silhouette Coefficient, and Knowledge Representation. This research resulted in 2 group recommendations from a total of 1336 Culinary MSME data and 3 group recommendations from a total of 145 Handicraft MSME data. The results of the silhouette score test in the Culinary Sector are included in the strong structure category with a value of 0.79 and the Crafts Sector is included in the Medium Structure category with a value of 0.615. From the number of these groups, recommendations were obtained for improving a service in increasing MSMEs, especially those with a turnover of less than 10 million, marketing purposes within the Yogyakarta area, and not having financial assistance from the government.**

***Keywords—Agglomerative Hierarchical Clustering; Data Mining; Silhouette Coefficient; MSMEs***

#  Redemption

Micro, Small and Medium Enterprises (MSMEs) play an important role in Indonesia's growth. MSMEs are one of the buffers of the country's economy in facing the crisis [1]. In 1998 many large businesses had to close due to the ongoing economic crisis in Indonesia. However, the MSME sector was able to survive in facing the crisis. To survive and the number continues to increase, most MSMEs produce consumer goods and services by measuring the sensitivity of consumers to low income. In addition, most MSMEs do not get capital from banks. In addition, MSMEs also have limited capital and a competitive market [2]. Culinary is a processed product in the form of dishes such as side dishes, food, and drinks. Each region has its own taste, so it's no wonder each region has different culinary traditions [3]. Likewise, the field of handicrafts in addition to playing an important role in introducing and maintaining the sustainability of an area, crafts also have important potential in developing community attitudes and entrepreneurship [4]. The grouping of MSMEs has been carried out in an effort to carry out strategies to increase sales [5], MSME promotion strategy [6], and improvement of advertising services [7].

Yogyakarta is one of the tourist sites in Indonesia with many visitors of 3,898,951 people in July 2022 based on data from the Yogyakarta City Tourism Office. The large number of immigrants to Yogyakarta opens business opportunities for the people of Yogyakarta, especially in the field of Culinary and Handicrafts. The Yogyakarta Government seeks to conduct training and empowerment of existing MSMEs as stated in PERDA No.9 of 2017. Based on data from the Yogyakarta Cooperative and MSME Office, there are 2,769 MSME data in 2021-2022, including MSMEs in the Fashion sector totaling 195 MSMEs, 399 MSMEs in the service sector, 145 MSMEs in the craft sector, 1336 MSMEs in the culinary sector, and 694 MSMEs in other fields. From the MSME data that has been collected at this time, the Yogyakarta Cooperative and MSME Office has not managed MSME data in the culinary and handicraft sector easily and quickly. The large amount of data collected by the Cooperative Office which reaches thousands causes the agency to have difficulties in determining what training is needed by MSMEs and also difficulties in choosing which MSMEs will receive trainings held by the Cooperative Office. In addition, the Yogyakarta Cooperative and MSME Office has obstacles in choosing which MSMEs need to receive these trainings. *Clustering* is one of the grouping techniques that can be used in choosing MSMEs according to their respective characteristics. So that by applying *clustering techniques,* MSME group results will be obtained in accordance with their characteristics which have an impact on the service in determining what training is needed by MSME MSMEs in the city of Yogyakarta. In addition, the results of the grouping are important because they can be used as a foundation in providing recommendations for implementation, design, and evaluation in the development and empowerment of MSME data in Yogyakarta, one example of training for MSMEs.

*Clustering* is one solution that can be used in grouping data. One of the methods used in clustering is *Agglomerative Hierarchical Clustering (AHC). AHC* be Group analysis methods that seek to establish a group hierarchy [8]. This AHC has the advantage of being able to describe the proximity between data with a dendrogram. In addition, it can also produce *Cluster* quality with high accuracy [9].

Some previous studies using the AHC method include: in grouping poverty rates in East Kalimantan. The results of this study are able to provide an overview of the distribution model of poverty data [10]. The application of AHC in segmenting barbershop customers, where in its research uses 2 distance parameters, namely *Single Linkage* and *average linkage* [11]. AHC is also carried out in detecting communities on Facebook social media [12], modeling flooded areas in East Java with an accuracy of 0.92 [13], and grouped pre-college academic history data and student graduation data [14]. By looking at the ability of the AHC method in grouping data in previous studies, in this study the AHC method was used in grouping MSME data.

The purpose of this study is to be able to implement the *agglomerative hierarchical clustering single linkage method in grouping* MSME data in the culinary and handicraft fields and the results of this research can facilitate the Yogyakarta Cooperative and MSME Office in providing implementation, design, and evaluation in the development and empowerment of MSME data in Yogyakarta.

.

# RESEARCH METHODOLOGY

## Agglomerative Hierarchical Clustering Single Linkage

Hierarchical grouping (*Hierarchical clustering*) is a method of group analysis that seeks to establish a group hierarchy [15]. *Agglomerative Hierarchical Clustering* is a method of grouping hierarchies with a bottom-up approach (*bottom up*). Here are the steps in a hierarchical grouping [16]:

1. Calculate the proximity matrix based on the type of distance used,
2. Repeat steps 3 through 4, until only 1 group remains,
3. Combine two nearby groups based on the specified proximity parameters.
4. Update the proximity matrix to reflect the closeness between the new group and the original merged group.

To calculate the distance between *clusters* , *Euclidean Distance* is used in Equation 1.

$|\left|U-V\right||\_{2}=\sqrt{\sum\_{1}^{n}(Ui-Vi)^{2}}$ (1)

Information:

Ui = *value* U data *training*.

Vi = *V value* in testing data.

To determine the group used *Single Linkage* with Equation 2.

$d\_{UV}=\left\{d\_{UV}\right\} ,d\_{UV}\in D$ (2)

Information:

dUV = distance between the nearest neighbors of the group (you and V).

D = proximity matrix.

## Silhouette Coefficient

*Silhouette coefficient* is a validation that combines two elements, namely: *Cohesion* and separation. Value of *Silhouette Coefficient* It has a range from -1 to 1 [17]. Value 1 is categorized in *Cluster* either or *Cluster* What is formed is the result of *Cluster* which is good, while a value of -1 indicates that the result *Cluster* The less well formed, the closer to 0 indicates the fewer documents the correct grouping [18].

.

## Stages of Research

The stages in conducting this research are shown in the flowchart in Figure 1.



Figure 1. Stages of Research

1. Load Data

At this stage the *dataset* is in the form of *an excel file* that will be used and loaded into the program for processing.

1. Data Cleaning

At this stage, data cleaning is carried out from *missing value data* or *noise*. One way is to delete empty rows. For example, deleting data that does not yet have a Turnover-Annually.

1. Data Selection

At this stage, data selection is carried out from many data based on the needs for subsequent processing. For example, do not select variables that are not related to the data to be used. Like not using variable Name and NIK.

1. Data Transformation

At this stage, *string data* is converted to 0 and 1 forms with *One-Hot encoding* so that the data can be used or clustered. The value 0 does not represent there and 1 represents there. For example, the Turnover-Year column has a value in the form of a string, which is less than 10 million and more than 10 million. Then a new column will be formed, namely columns less than 10 and columns more than 10 million. If there is a value of less than 10 million, it will be given a value of 1 in the column less than 10 million, and the column more than 10 million will be 0.

1. Agglomerative Hierarchical Clustering Single Linkage *Method*

This stage is useful for grouping existing objects into *clusters* based on the closest distance or similarity between objects. *The* clusters formed will be merged again based on the closest distance or similarity between the  *cluster or* cluster with objects. Then the process will be repeated until one *cluster* remains.

1. Silhouette Coefficient Testing

To find out whether the *resulting cluster* is good or then testing will be done using *silhouette coefficient*. *Clusters with* a silhouette coefficient *value of 1 are*  categorized  *as clusters*  that are formed are good cluster results  *while a value of -1 indicates that the results of*  clusters formed are not good. Getting closer to 0 indicates the less data the correct grouping is.

1. Knowledge Representation

This stage is carried out analysis of cluster  *results*  and *silhouette coefficient* testing by analyzing the results of each *cluster* is expected to provide knowledge to be utilized.

# Results and Discussion
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## Data Collection Results

1. The data obtained in the Culinary sector amounted to 1339 MSMEs and the Craft sector 145 MSMEs for the 2021-2022 period. *The dataset* is in the form of excel with the names "Culinary Field.xlsx" and "Field of Cultivation.xlsx" with 40 variables, namely No, Ref. OSS, NIK, Legkap Name, Date of Birth, Age, Gender, Education, Phone No, e-Mail, Province, Regency, District, Village, Street Name, Business Name, NIB, NIB Issue Date, Business Establishment Date, Province, Regency, District, Village, Street Name, Coordinates, Field, Sector, Activity, Product, Destination, Land/Building Ownership Status, Electronic Media Facilities, Government Assistance Capital, People's Business Credit Loans, Year-Round Turnover, Health Insurance Ownership, Men, Women.

## Research Steps

This study has several stages of data mining including the following:

* 1. Load Data

This stage is carried out to contain excel data, namely data on Culinary MSMEs and Handicraft MSMEs. The list of Culinary MSME data is shown in Table 1. Table 1 displays data that includes 40 variables with a total of 1339 MSMEs in the culinary field.

Table 1. MSME Data

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| No. | Age | Gender | Recent Education | Phone Number | ... | Average Age of Workers | Form Status |
| 1 |  |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |
| 3 | 41 | P | SMA | 089620770xxx | ... | - | Verified |
| 4 | 53 | P | SMA | 085718338xxx | ... | 35-50 years | Verified |
| 5 | 45 | P | 0 | 081226224xxx | ... | 35-50 years | Verified |
| 6 | 40 | L | SMA | 08963099xxx | ... | 25-35 years | Verified |
| 7 | - | - | JUNIOR | 08574361xxx | ... | - | Verified |
| 8 | 27 | L | - | 08177953xxx | ... | 35-50 years | Verified |
| 9 | 20 | P | SMK | 08562927xxx | ... | - | Verified |
| ...... | ... | .. | ...... |  | ... | ...... | ...... |
| 1339 | 64 | P | SD | 08995138xxx | ... | - | Verified |

* 1. Data *Cleaning*

This stage is done to clean the data in the *Dataset* from data that is noise or cannot be used in the process. The results of the data cleaning process are shown in Table 2. From the results of the cleaning process on Culinary data with 1339 data, there was a reduction in data to 1336 data, and in Craft data with 148 data, there was a reduction to 145. This happens because there is a missing value or empty data in the initial data obtained.

**Table 2.** The results of the MSME data cleaning process

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| No. | Age | Gender | Recent Education | Phone Number | ... | Average Age of Workers | Form Status |
| 3 | 41 | P | SMA | 089620770xxx | ... | - | Verified |
| 4 | 53 | P | SMA | 085718338xxx | ... | 35-50 years | Verified |
| 5 | 45 | P | 0 | 081226224xxx | ... | 35-50 years | Verified |
| 6 | 40 | L | SMA | 08963099xxx | ... | 25-35 years | Verified |
| 7 | - | - | JUNIOR | 08574361xxx | ... | - | Verified |
| 8 | 27 | L | - | 08177953xxx | ... | 35-50 years | Verified |
| 9 | 20 | P | SMK | 08562927xxx | ... | - | Verified |
| ...... | ... | .. | ...... |  | ... | ...... | ...... |
| 1339 | 64 | P | SD | 08995138xxx | ... | - | Verified |

## Data Selection

This stage is done to select the variable to be used from all variables in the

*Datasets*. From the selection process of the 40 variables contained in Point 3.1, 12 variables were selected. The results of data selection are shown in Table 3. The results of the variable selection are Last Education, Business Establishment Date, Business Activities, Marketing Objectives, Land/Building Ownership Status, Electronic Media Facilities, Government Assistance Capital, People's Business Credit Loans, Yearly Turnover, Health Insurance Ownership, Male Labor, Female Labor.

**Table 3.** Results of the  *MSME data* selection process

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| education | Date of business establishment | Business activities | .... | Male Workers | Female workforce |
| SMA | July 24, 2012 | Sales, Production | .... | 0 | 0 |
| SMA | February 16, 2016 | Sales | .... | 0 | 2 |
| 0 | January 07, 2022 | Sales, Production | .... | 1 | 1 |
| SMA | June 22, 2020 | Sales | .... | 1 | 0 |
| JUNIOR | February 04, 2005 | Sales | .... | 0 | 0 |
| - | February 20, 2019 | Sales, Production | .... | 3 | 3 |
| SMK | June 28, 2003 | Sales, Production | .... | 0 | 0 |

* 1. *Data Transformation*

Some of the variables that must be transformed are seen in Table 4. In this table consists of three columns, namely column no, variable and variable result. Variables describe the type of variable to be transformed, while the variable results are the results of the elaboration of the variability to carry out the one-hot encoding process.

**Table 4.** Transformed variables

|  |  |  |
| --- | --- | --- |
| No | Variable | Variable Results and One-Hot Encoding |
| 1 | Recent Education | -, 0, D1, D2, D3, D4, S1, S2, S3, ELEMENTARY, HIGH SCHOOL, VOCATIONAL SCHOOL, JUNIOR HIGH SCHOOL |
| 2 | Business Activities | Sales, Production |
| 3 | Tujuan\_pemasaran | Within DIY area, Within Yogyakarta City area, Within Java island area, Within Java island area (scattered), Overseas (export), Overseas (usual type of shipment) |
| 4 | Land/Building Ownership Status | Other, Magersari (customary), Owned, Rent |
| 5 | Electronic Media Facilities | -, Facebook, Gojek, Grab, Instagram, Shopee, Tokopedia, Twitter, WhatsApp, Others |
| 6 | Government Assistance Capital | -, DIY Local Government, Central Government, Yogyakarta City Government |
| 7 | People's Business Credit Loan | -, Bank, Cooperative, Other, Government |
| 8 | Turnover per Year | Less than 10 million, 10 million to 25 million, 40 million to 55 million, 55 million to 70 million, 70 million to 85 million, 85 million to 100 million, 100 million to 120 million, 120 million to 150 million, More than 150 million |
| 9 | Health Insurance Ownership | -, Private Insurance, BPJS |

The results of MSME data transformation are shown in Table 5. Table 5 displays MSME data after data transformation with references contained in Table 4. For example, the last Education variable will change to variables D1, D2, D3, D4, S1, S2, S3, SD, SMA, SMK, SMP, as well as for other vaiabel

**Table 5.** Data transformation data results

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| No. | **D1** | **D2** | **D3** | **D4** | .......... | **Tenaga\_Kerja\_P** | **Umur\_Usaha** |
| 3 | 0 | 0 | 0 | 0 | .......... | 0 | 10 |
| 4 | 1 | 0 | 0 | 0 | .......... | 2 | 6 |
| 5 | 0 | 0 | 0 | 0 | .......... | 1 | 0 |
| 6 | 0 | 1 | 0 | 0 | .......... | 0 | 2 |
| 7 | 0 | 0 | 0 | 0 | .......... | 0 | 17 |
| 8 | 0 | 0 | 0 | 1 | .......... | 3 | 3 |
| 9 | 0 | 0 | 0 | 0 | .......... | 0 | 19 |
| ...... | 0 | 0 | 0 | 0 | .......... | 0 | 1 |
| 1339 | 0 | 0 | 0 | 0 | .......... | 0 | 32 |

* 1. Grouping using AHC

From  *the transformation dataset in table 5, a grouping process will be carried out using AHC with the following stages:*

1. Calculate the distance between data using *Euclidean distance*,

In this process will produce the proximity values between the data represented in Table 6. In Table 6, it can be seen that the distance between MSME 1 and MSME 1 is 0, meaning this is the same data, while for MSME 1 and MSME 2 it has a distance of 5.38 and for ajrak between other MSMEs it can be seen in Table 6.

Table 6. Results of calculating the distance between data using *Euclidean distance*

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
|   | MSMEs 1 | MSMEs 2 | MSMEs 3 | MSMEs 4 | MSMEs 5 | MSMEs 6 | MSMEs 7 |
| MSMEs 1 | 0 | 5,385 | 10,677 | 8,774 | 7,810 | 8,660 | 9,695 |
| MSMEs 2 | 5,385 | 0 | 7,141 | 5,477 | 11,747 | 5,477 | 13,527 |
| MSMEs 3 | 10,677 | 7,141 | 0 | 3,605 | 17,406 | 5,744 | 19,442 |
| MSMEs 4 | 8,774 | 5,477 | 3,605 | 0 | 15,362 | 5,656 | 17,521 |
| MSMEs 5 | 7,810 | 11,747 | 17,406 | 15,362 | 0 | 15,165 | 4,582 |
| MSMEs 6 | 8,660 | 5,477 | 5,744 | 5,656 | 15,165 | 0 | 16,881 |
| MSMEs 7 | 9,695 | 13,527 | 19,442 | 17,521 | 4,582 | 16,881 | 0 |

1. Grouping with AHC single *linkage algorithm*  (closest distance).

Based on the data in Table 6, a grouping process was carried out using the single linked AHC method. From table 6, it can be seen that the closest distance is UMK 3 and MSME 4, therefore MSME 3 and UMK 4 join in 1 cluster. The first iteration of the cluster is shown in Table 7.

Table 7. Produce group matrices (MSMEs 3 and MSMEs 4)

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
|  | **MSMEs 3,MSMEs 4** | **MSMEs 1** | **MSMEs 2** | **MSMEs 5** | **MSMEs 6** | **MSMEs 7** |
| **MSMEs 3,MSMEs 4** | 0 | $$8,774$$ | $$3,605$$ | $$15,362$$ | $$5,656$$ | $$17,521$$ |
| **MSMEs 1** | $$8,774$$ | 0 | 5,385 | 7,810 | 8,660 | 9,695 |
| **MSMEs 2** | $$3,605$$ | 5,385 | 0 | 11,747 | 5,477 | 13,527 |
| **MSMEs 5** | $$15,362$$ | 7,810 | 11,747 | 0 | 15,165 | 4,582 |
| **MSMEs 6** | $$5,656$$ | 8,660 | 5,477 | 15,165 | 0 | 16,881 |
| **MSMEs 7** | $$17,521$$ | 9,695 | 13,527 | 4,582 | 16,881 | 0 |

The results of Table 7 will be carried out the process of finding the closest distance between data and then combining them into one group. For the final results of grouping by specifying the number of clusters 2 shown in Table 8. Table 8 shows that after the process of combining data that has the closest distance, the last 2 groups consisting of MSMEs 1, 2, 6, 3 and 4 are members of one group and MSMEs 5 and 7 are members of 1 group.

Table 8. Results of grouping 2 clusters

|  |  |  |
| --- | --- | --- |
|   | MSMEs 1, MSMEs 2, MSMEs 6, MSMEs 3, MSMEs 4 | MSMEs 5, MSMEs 7 |
| MSMEs 1, MSMEs 2, MSMEs 6, MSMEs 3, MSMEs 4 | 0 | 7,81024968 |
| MSMEs 5,MSMEs 7 | 7,810249676 | 0 |

## Implementation

This implementation of *aggromerative hierarchical clustering single linkage* produces a website-based application in grouping MSME data in Yogyakarta City.

* + 1. Preprocessing Page

 This page is used to display the results of datasets that have been cleaned of missing value and noise data. The cleaning view can be shown in Figure 2. This figure shows MSME data that has been carried out in the cleaning process.



**Figure 2.** Page preprocessing cleaning section

The display of the results of the selection process is shown in Figure 3. This picture displays the data from the selection process, from 40 variables of the initial data carried out by the selection process into 12 variables that will be used in this grouping process.



**Figure 3.** Preprocessing page selection section

* + 1. Transformation Page

This transformation is used to display the transformed data according to Table 4. The transformed data page is shown in Figure 4. This display shows variables that have changed according to the one Hot Encoding process.



**Figure 4.** Transformationon page

* + 1. Grouping Results page using AHC method

This page displays a dendogram of the results of grouping using the AHC method using Equation 1 and Equation 2. In this grouping process using euclidean distance and single linked dendrogram display 2 clusters shown in Figure 5. In this picture, you can see 2 colors, namely blue and red which show the distribution of cluster 1 and cluster 2.



**Figure 5.** Dendrogram section grouping page

Meanwhile, the data for each cluster produced is shown in Figure 6. In Figure 6. This can be seen that there is an addition to the column on the far right, namely the cluster, the content of this column is the identification of the data entered into how many clusters.



**Figure 6.** Grouping page clustering section

* + 1. Testing of clustering results

Data that has been processed using the AHC single linkage method, obtained system test results as in Table 9. Table 9 shows the value of accuracy and execution time of MSME data in the culinary and handicraft fields using the AHC single linkage method

**Table 9.** System Test Results

|  |  |  |
| --- | --- | --- |
| Number of Clusters | Culinary Data | Craft Field Data |
| Accuracy  | Time (seconds) | Accuracy | Time (seconds) |
| 2 | 0.793 | 57,33 | 0.610 | 13,57 |
| 3 | 0.710 | 73,10 | 0.615 | 16,49 |
| 4 | 0.622 | 104,02 | 0.350 | 16,30 |
| 5 | 0.443 | 58,41 | 0.310 | 15,04 |
| 6 | 0.383 | 55,89 | 0.314 | 16,50 |
| 7 | 0.342 | 64,89 | -0.004 | 15,24 |
| 8 | 0.337 | 55,29 | 0.237 | 16,10 |
| 9 | 0.336 | 57,61 | 0.238 | 14,52 |
| 10 | 0.297 | 56,92 | 0.119 | 16,74 |

**Figure 7.** System Test Results

From Figure 7, it can be seen that the test results from experiments 2 to 10 clusters can be seen that the data of MSMEs in the culinary sector is the more the number of clusters, the accuracy value produced is smaller, as well as MSMEs in the field of seedling crafts many clusters, the accuracy is also getting smaller, but in cluster 8 the accuracy increases from cluster 7. As for the execution time during the data clustering process of culinary MSMEs and craft MSMEs have something in common, namely a horizontal pattern is seen, but the execution time of MSME data in the craft sector is longer than that of culinary MSMEs

## Performance of the AHC Method of this study

In this study, the AHC method produced a good performation or entered in *strong structure*, this can be proven through testing using *Silhouette Score* obtained a value of 0.79 with the amount of data used 1336 culinary MSME data, but for craft MSME data with a total of 145 data got an accuracy value of 0.615 which is included in the category *medium structure* [18].

## Performance of the AHC Method of this study

From the number of suitable clusters, namely using the method used, knowledge representation can be carried out, namely:

* + - 1. Culinary MSMEs produce 2 clusters, namely cluster 0 and cluster 1. Where cluster 0 shows a more dominant number of members with a business age of 6.8 years, educators of high school and vocational business owners, domestic and foreign marketing objectives have 1-4 employees and also have BPJS insurance. As for Cluster 1, the number is smaller with marketing purposes only covering the Yogyakarta area, not yet having a work force and BPJS insurance. Even so, these two clusters still have a turnover below 10 million.
			2. Craft MSMEs produce 3 clusters, namely cluster 0, cluster 1 and cluster 2. Where clusters 0 and 1 show the education of high school and S1 business owners, domestic and foreign marketing goals, have 2-24 employees and already have BPJS. However, the two clusters have differences in turnover, namely for cluster 0 the turnover is still below 10 million while for cluster 1 the turnover has reached 100-120 million. For Cluster 2 education, business owners are still in elementary school, marketing objectives include the Yogyakarta area, do not yet have employees and BPJS insurance.

# CONCLUSION

Based on the results  *of the research on the Application of the Single Linkage Agglomerative Hieararchical Clustering (AHC) Method in Grouping MSME Data in the Culinary and Handicraft Sector in 2021 – 2022 In Yogyakarta City, it can be concluded that the research resulted in an application of grouping MSME data in the Culinary and Handicraft sector using the* Agglomerative Hierarchical Clustering *(AHC)*  *Single* Linkage *method* . There are 1336 Culinary MSME data and 145 Craft MSME data with *silhouette coefficient testing* obtained the best accuracy in each MSME, namely 0.793 and 0.615. The number of clusters in culinary MSMEs is 2 clusters, while MSMEs in the craft sector are 3 clusters. From the number  *of clusters*, it can be recommended to improve a service in increasing MSMEs, especially with a turnover of less than 10 million, marketing purposes in the Yogyakarta region,and not having capital assistance from the government. In this study the resulting accuracy is still in the sufficient category, for future research can use other methods so that the accuracy becomes better.
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