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Abstract - This research succeeded in developing a signature authenticity identification system that uses the binary feature extraction method and K Nearest Neighbor (KNN). The binary feature extraction method is used to convert the signature into a binary representation, while KNN is used as a classification algorithm to compare and identify the authenticity of the signature based on the detected patterns.
Identify the authenticity of the signature by implementing the binary feature extraction method and the K Nearest Neighbor (KNN) algorithm. The main goal is to develop a system that can automatically differentiate between valid signatures and fake or forged signatures. The binary feature extraction method is used to extract characteristic information from signature images in binary form, including contour patterns or other binary features. Next, the KNN algorithm is applied to classify signatures based on their proximity to known signatures in the dataset. The combination of these methods is expected to produce an effective and reliable signature authenticity identification system. This research can have a positive impact on improving document security and supporting the validation of transactions involving signatures.

Keywords: Signature, Image Processing, Binary Extraction, K Nearest Neighbor


I. INTRODUCTION
Signatures have long been used as an authentication method in various contexts, but they emerged when it was necessary to automatically identify their authenticity. A signature is something common to show identification or a sign of someone's identity.  A signature is also a sign of validation of a document file (Putriana et al., 2022). Some signatures can be read, but many signatures are unreadable. However, a signature can be handled as an image so that it can be recognized using pattern recognition applications in image processing (Helilintar, 2023).
Along with the rapid development of technology and the increasing use of electronic transactions, the need for digital security becomes increasingly crucial. Signatures, which were previously synonymous with physical documents, are now often used digitally. Therefore, sophisticated methods are needed to identify and verify the authenticity of digital signatures(Pengenalan et al., 2022). Signature forgery and identity fraud are serious threats to the security of digital transactions (Aristantya et al., n.d.).
Conventional techniques for identifying the authenticity of signatures may not be effective enough in the face of increasingly sophisticated forgery techniques. Therefore, research has focused on developing more sophisticated and reliable methods. The use of the binary extraction feature allows the representation of the signature in a numeric format that can be further processed(Distance, 2016).
By representing signatures as a series of binaries, specific and in-depth information about the unique patterns of each signature can be obtained.
KNN is a popular classification algorithm because it is simple but effective. The use of KNN in the context of identifying signature authenticity utilizes its ability to compare feature patterns between the signature being tested and a set of signatures that have been used as a reference. In the world of digital transactions, the level of accuracy in identifying the authenticity of a signature is very important.
Errors in the identification process can have serious impacts on the security and integrity of transactions. Therefore, this research aims to provide a high level of accuracy so that it can be relied on in daily practice (Lodong et al., 2023).
Signatures have long been an important form of personal identification in various aspects of life, from business transactions to document security. Its presence in the digital world is also increasingly significant, giving rise to the need for effective authenticity identification methods. One of the main challenges in this context is how to develop a system that can accurately differentiate between legitimate and fake signatures(Kamila, 2022).
This research focuses on identifying signature authenticity by utilizing two main components: the binary feature extraction method and the K Nearest Neighbor (KNN) algorithm. Binary extraction features are used to describe signatures in binary format, extracting important information that characterizes each signature uniquely(Kanugroho et al., 2022). 
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Meanwhile, the KNN algorithm, as a proximity-based classification algorithm, is implemented to classify signatures based on the extracted binary features.

Document security, transaction authenticity, and recognition of personal identity are some of the applicable aspects that can benefit from the results of this research(Sunarya, 2022). By combining the power of binary extraction features and the flexibility of KNN, it is hoped that the resulting system can make a significant contribution to increasing the level of accuracy and reliability of identifying signature authenticity.
It is hoped that this journal can make a real contribution to the development of digital security by presenting innovative and effective methods for identifying the authenticity of signatures. Thus, this research can become a basis for developing better security systems in the future.

II. RESEARCH METHODS

A. System Design
The presence system through identifying the authenticity of signatures designed in this assignment, uses Matlab as system input, then captures the images produced from each image.
will be processed via the Binary Extraction Feature Method and K Nearest Neighbor (KNN).

[image: ]
Figure 1. System Design

1. Data Input
Input data in the context of identifying signature authenticity using the binary feature extraction method and K Nearest Neighbor (KNN) refers to information or recordings used as a basis for identification. In this research, input data can include several components, namely:
a. Signature
The signature is the main data that will be identified. This is in the form of a signature image produced by an individual. This data needs to be processed and analyzed to extract relevant binary features.
b. Training Database
To train the K Nearest Neighbor (KNN) model, there needs to be a training database containing examples of signatures whose authenticity is known. This training data is used to build models and teach the algorithm how to classify new data.
c. Binary Extraction Feature
Binary features resulting from signature extraction. This may include information such as line length, pixel intensity distribution, or certain patterns that can be converted into a binary representation (0 and 1).
d. Label Or Category
Each signature in the training database needs to have a label or category that indicates its authenticity. For example, a real signature can have a label of 1, while a fake signature can have a label of 0. The KNN model uses this information to classify new signatures.
e. Test Data
Once the model is trained, it needs to be tested with never-before-seen signature data. This test data is used to evaluate the extent to which the model can identify the authenticity of signatures that are not present in the training database.

2. Segmentation
Segmentation refers to the process stages for separating and extracting important parts of signature data. Segmentation is an essential first step in processing images or visual data to focus on specific relevant areas or features. Following are the segmentation steps: Signature Segmentation
This process may involve separating individual elements from the signature image, such as the contours or lines of the hand that make up the signature itself. Segmentation can help focus analysis on the most relevant parts of the image.
a. Binary Feature Segmentation
Specifically, in binary feature extraction methods, segmentation can refer to the separation and suppression of certain desired features. For example, if there are features such as hand lines or special shapes in a signature that is the focus of binary extraction, then the segmentation process will help separate and highlight these features.

3. Feature Extraction
Feature extraction results in numerical representations or specific features obtained from signature data after going through the extraction process. These features have an important role in distinguishing real and fake signatures when using the K Nearest Neighbor (KNN) algorithm. The following are some feature extraction results that can be explained:





a. Binary Representation
The feature extraction feature can be a binary representation of the signature. For example, each pixel in a signature image can be converted into a binary value, resulting in a binary representation that reflects the pattern and structure of the signature.
b. Geometric Or Morphological
Features such as line length, angle, or general shape of the signature can be calculated and considered feature extraction. This can help in distinguishing signatures based on certain geometric characteristics
c. Pixel Intensity Distribution
Feature extraction may involve analyzing the pixel intensity distribution in the signature image. This can help identify distinctive patterns or particular changes in intensity that may be associated with the original signature.
d. Unique Characteristics
Unique features typical of a signature, such as changes in pen pressure or rapid changes in the ink path, can be extracted and used as unique traits for authenticity identification.

4. Classification
Classification is the process of grouping or determining the authenticity category (genuine or fake) of a signature based on the features extracted using this method. The following is an explanation of the classification stages:
a. Binary Feature Extraction
The first stage in the process is binary feature extraction from the signature data. This involves converting the essential information of the signature into a binary representation, such as 0 and 1. These features can include various characteristics, such as pixel patterns, intensity distribution, or geometric shapes.
b. Formation Of Training Data Ang Test Data
A training database whose authenticity is known is used to train the KNN model. This training data includes real and fake signatures along with their authenticity labels. A subset of data that has never been seen before may be stored as test data to test the performance of the model after it has gone through the training phase.
c. KNN Model
The KNN model is used for the classification of signature authenticity. In this context, KNN compares the binary feature vectors of the signature to be tested with the feature vectors of the signatures in the training database. This model determines the authenticity category based on the majority of labels from the k most similar nearest neighbors.

d. Classification Of New Tag Signs
After going through the training stage, the KNN model can be used to classify new signatures that have never been seen before. The binary feature vector of the signature will be compared with the feature vectors of the training data, and the authenticity label will be determined.

B. System Requirements Analysis
Several components used to support the design of the attendance system in this journal consist of the Matlab application.
Matlab is an abbreviation of Matrix Laboratory. Matlab was first introduced by the University of New Mexico and the University of Stanford in 1970. Matlab is usually used for numerical analysis and computing needs because Matlab is a mathematical programming language that is based on the properties and forms of matrices.(Fatwa et al., 2022).
C. Research Data
The research data in this journal was obtained from the results of signatures, namely 32 signatures for training data and 16 signatures for test data with the same size for all signature images of 626 x 626 pixels. Ensure that the dataset includes enough variation to train and test the model, including a variety of writing styles and conditions.

[image: ]
Figure 2. Training Data
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Figure 3. Test Data
D. Identification Of Signature Authenticity Using The Binary Extraction And K Nearest Neighbor (KNN) Feature Method

1. Identify the authenticity of the signature
The main focus of the research is to distinguish legitimate signatures from fake or forged ones. Develop a method or system that can automatically or semi-automatically recognize whether a signature is authentic or not.
2. Binary feature extraction method
Feature extraction is a process that identifies and extracts important information from data, in this case, signature images. Using a binary feature extraction method means that the characteristics of the signature will be represented in binary form (0 or 1), possibly involving contour patterns, textures, or other binary features. K Nearest Neighbor (KNN)

E. Binary Extraction and K Nearest Neighbor (KNN) Feature Method

1. K-Nearest Neighbor (K-NN)
K-Nearest Neighbor is a classification method for a set of data by comparing data. This data is training data and testing data. This method uses a distance function to carry out classification. The input image will be tested based on the distance of its features to other image features in the database to obtain an image with the minimum feature distance value.
The K-Nearest Neighbor classification method carries out a matching/recognition process based on the number of nearest neighbors to determine the class. The closeness pattern applied to the K-Nearest Neighbor is defined in the form of a distance matrix such as Euclidean Distance. The data is in the form of X1 (Nur Cahyo et al., 2023).
dist(x1, x2) = √∑ (𝑥1 − 𝑥2) n 2 i = 1    (1)

Where :
x1 : training data value x2 : test data value
dist(x1, x2) : Euclidean distance
The following are the steps to apply classification using KNN as follows:
a. Determine the parameter k (number of nearest neighbors)
b. Calculating the distance between the data to be calculated, namely the value that comes from feature extraction using local binary patterns. Based on these values calculated between the extraction training data and the test data, the distance method applied is Euclidean distance.
c. Sort the objects that have been counted from smallest to largest
d. Collect the label results based on the number of k values that have been determined
e. By using the Nearest Neighbor category, which is the majority, you can predict the classification results that will be displayed
F. Results And Discussion Results
From this research, results were obtained with an accuracy level of 75%. Of the 16 test data, the authenticity of 12 signature image data can be detected.
Discussion
In this study, a signature image object was used with the amount of data used being 32 training data and 16 test data from 8 signers. This image will later become a dataset, then the data will be extracted to take its characteristics after the dataset has been extracted, and then a pattern recognition process is carried out using the K- Nearest Neighbor Algorithm.


Figure 5. Image Sample

The following are the results of research that has been carried out:
[image: ]
Figure 6. Image Extraction Results of "Ahmad" Signature
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Figure 7. Image Extraction Results of "Angela" Signature
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Figure 8. Image Extraction Results of "Itin" Signature
The results of extracting 32 training data images can be seen in the following database:

[image: ]
Table 1. Database of Image Data Extraction Results


Next, the extraction results will be carried out in the process of creating the K Nearest Neighbor model.
In this research, a 100:50 data division was carried out. This data division was used in the research to divide the dataset into two parts, namely 100% training data and 50% test data. This approach aims to optimize the use of available data and test model performance.

[image: ]
Figure 9. Distribution of KNN Training Data
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Figure 10. Distribution of KNN Test Data



G. Conclusion
This research succeeded in developing a signature authenticity identification system that uses the binary feature extraction method and K Nearest Neighbor (KNN). The binary feature extraction method is used to convert the signature into a binary representation, while KNN is used as a classification algorithm to compare and identify the authenticity of the signature based on the detected patterns.
Signature authenticity analysis, a binary feature extraction method helps reveal significant structural information in signatures, while KNN utilizes this information to compare the tested signature with signature samples whose authenticity is known. The experimental results show that the combination of these methods provides a sufficient level of accuracy in identifying the authenticity of signatures.
Practical implications of this research include the ability to efficiently verify signature authenticity in a variety of contexts, including legal document verification or transaction security. The system developed can make a positive contribution to increasing security and authentication in the process of identifying signature authenticity.
The contribution of this research lies in the application of the binary feature extraction method and the use of KNN as an effective approach in the domain of identifying signature authenticity. The success of this system shows the potential for using similar techniques in the development of broader document authentication solutions.
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