Comparison of the Performance of Random Forest and K-Nearest Neighbor in Classifying Leukemia Using Principal Component Analysis
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***Abstract*—** ***Leukemia is the most common blood cancer in Asia, one of which is Indonesia. Leukemia can affect blood cells, bone marrow, lymph nodes and other parts of the lymphatic system. One way to detect leukemia is to use microarray technology by applying gene expression. Microarrays have a very large number of genes so it is necessary to reduce the number of genes in order to eliminate irrelevant features and increase the accuracy of the classification process. The leukemia feature/gene reduction process was carried out using PCA and the classification process was carried out using RF and KNN. The accuracy results from the RF classification method using 100 n\_estimators were 78.57%, while using the KNN method the accuracy results with K=1 were 78.57%, K=3 and 5 were 85.71%, and K=7 and 9 were 71.42%. The best accuracy results use KNN with K=3 and 5.***
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# INTRODUCTION

Leukemia is the most common cancer found in Asia, one of which is Indonesia. Based on GLOBOCAN data in 2020, leukemia in Indonesia is the 9th most common disease with 14,979 new cases and 11,530 deaths. [1]. Leukemia can affect blood cells, bone marrow, lymph nodes and other parts of the lymphatic system [2]. One way to detect leukemia is to use microarray technology by applying gene expression [3]. Microarray data has a large number of gene dimensions, so it is necessary to reduce the gene dimensions in order to eliminate features from irrelevant dimensions with the aim of increasing the accuracy of the microarray data classification process for leukemia disease data. [4].

The process of reducing leukemia microarray data uses Principal Component Analytic (PCA) reduction. Where PCA is a data transformation method that can produce a new, more important set of variables by reducing computational complexity so that it has smaller dimensions and can reduce the occurrence of deletion of important features which results in the model not being able to understand the complexity of the problem. [5]. Leukemia can cause illness and even death, so it is necessary to diagnose and detect leukemia in order to cure it early [6]. The detection process can be carried out using a classification process.

The reduced leukemia data will be classified using the Random Forest (RF) and K-Nearest Neighbor (KNN) methods. Where the RF method is carried out by building many trees to become a forest, while KNN works by using Euclidean distance. This was done with the aim of knowing which classification method is more appropriate in classifying leukemia data that has been reduced using PCA.

Research on dimension reduction using PCA and classification using RF and KNN has been carried out several times, one of which is research conducted by [6] using K-Nearest Neighbor (KNN), Support Vector Machine (SVM), Decision Tree (DT), RF, and Gradient Boosting Decision Trees to achieve accuracy of 99.20%, 98.78%, and 98.41% respectively on the microarray data that has been reduced with the DESeq technique. Meanwhile, research conducted by [7] on Predicting Complete Remission of Acute Myeloid Leukemia: Machine Learning Applied to Gene Expression using KNN, SVM and RF classification had an accuracy of 84%, 74% and 81%. In research conducted by [5] on reducing high-dimensional data using PCA and classification using RF, it was able to provide accuracy results of 90.13%.

# RESEARCH METHOD

This research is carried out by searching or collecting data on laukimia disease first, then the data will be processed by preprocessing the data using the min-max normalization equation, after that the data attribute feature reduction will be carried out using PCA, then the data will be classified using RF and KNN, after that it will the accuracy of the RF and KNN classification was tested using a confusion matrix. Finally, the accuracy results of RF and KNN classification will be compared to find out a better and more precise classification method for classifying leukemia data. The stages of this research can be seen in Figure 1.



Figure 1. Data analysis process

The processes and methods used in this research are as follows:

## Data on Leukimia

This research data was obtained from the Bioinformatics Laboratory on the website*:* [www.biolab.si/supp/bi-cancer/projections/info/](http://www.biolab.si/supp/bi-cancer/projections/info/) using leukemia microarray data of 70 patient data with a total of 256 genes/dimensions consisting of 2 classes, namely Acute Myeloid Leukemia (AML) and Acute Lymphoblastic Leukemia (ALL).

## Data Preprocessing

Data preprocessing is the process of correcting errors in original data such as incomplete data and irregular data formats by eliminating unimportant data in order to improve data quality [8]. The data preprocessing process can be carried out using the min-max normalization equation so that the data becomes normal by scaling the value range from 0 to 1, as follows [9].

 (1)

Where:

 = Data normalized to n.

 = Actual data with original data range to n.

 = Actual data with original range.

## Principal Component Analysis (PCA)

Data that has been preprocessed will reduce the number of features or attributes using PCA so that the data is not oversimplified by carrying out the process of transforming the original data into smaller data dimensions. PCA has two main functions, namely the reduction function which is the process of reducing the number of variables to be fewer with the aim of simplifying the data mining process and the transformation function which is the process of changing initial variables that are correlated to become uncorrelated. The PCA stages are as follows [5].

* 1. Calculate the correlation matrix with the following equation.
* Attribute variants

* Covariance of two attributes

Where:

 : data to i

 : average value x

 : data to i

 : average value of y

 : amount of data

* Covariance matrix

* 1. Calculate the eigenvalue which states how much variation the PC variable can explain. If M is an m×m matrix, then each λ satisfies the following equation:

So each eigenvalue must satisfy the determinant equation:

Where:

 : covariance matrix

 : eigen vector

 : eigen value

 : identity matrix

1. Calculating the principal component (PC), after knowing the eigen value and eigen vector, the next step is to calculate the PC value by ordering the eigen values from largest to smallest.
2. Dimensionality reduction, after sorting the eigenvalues, the next process is to select the PC variable which has a percentage value > 80% or you can make assumptions about the value you want to use in the data dimensionality reduction process. The reduction formula can be seen in equation 8 below:

Where:

Row Data : Preliminary data

Row Feature Vector : Selected eigenvectors

## Random Forest (RF)

RF is a development algorithm from the Classification and Regression Tree (CART) method which can be used in the classification process by determining the root node of a random tree that is built. In the Decision Tree process there are several algorithms, such as CART, ID3, C45 and so on. In this research, a classification process will be carried out so that the appropriate algorithm for determining the decision tree is the CART algorithm using the following equation [10]:

Where:

 = Information Gain.

 = attribute data set value a.

 = the amount of data that has attribute a.

## K-Nearest Neighbor (KNN)

The results of attribute feature reduction using PCA will proceed to the classification stage using KNN. KNN is a non-parametric algorithm for predicting the value of new data points where a new class will be assigned to new data points based on the closeness of their similarity to the training set points. The steps in the k-nearest neighbor algorithm include the following [11].

* 1. Provides datasets in the form of training data and test data.
	2. Determine the neighborhood value K (K is a positive integer and is usually small).
	3. Perform distance calculations on the training data rows for all points in the test data using the Euclidean distance calculation in equation 11 below:

Where:

xi : Sample data

xj : Data training

r : Data variables

d : Euclidean distance

n : Data dimensions

* 1. Sort the resulting distance values from smallest to largest.
	2. The top K rows must be selected from the sorted rows.
	3. Test points will be assigned a class.

## Confusion Matrix

The classification results of the Random Forest (RF) and K-Nearest Neighbor (KNN) methods will be tested for accuracy using a confusion matrix with the following equation [12].

Where:

TP (*True Positive*) = The number of correct positive data detected.

TN (*True Negative*) = The number of negative data detected is correct.

FP (*False Positive*) = The number of negative data detected as positive.

FN (*False Negative*) = The number of positive data detected is negative.

# RESULTS AND ANALYSIS

This testing stage was carried out to determine the results of leukemia data analysis carried out using PCA, RF and KNN using a system that has been designed. The system is designed using the Python programming language. Where the system that has been designed will reduce leukemia disease data using the PCA method (n\_components = 10), then classification will be carried out on the reduced data using RF (n\_estimators = 100) and KNN (K=1, 3, 5, 7 and 9). After the classification is carried.



Figure 2. PCA (n\_components = 10) and RF (n\_estimators = 100) classification results



Figure 3. PCA (n\_components = 10) and KNN (K = 1) classification results



Figure 4. PCA (n\_components = 10) and KNN (K = 3) classification results



Figure 5. PCA (n\_components = 10) and KNN (K = 5) classification results



Figure 6. PCA (n\_components = 10) and KNN (K = 7) classification results



Figure 7. PCA (n\_components = 10) and KNN (K = 9) classification results

Based on Figures 2 to Figure 7, it can be seen that the accuracy results of the RF classification method with a value of n\_estimators = 100 is 78.57%, while using the KNN classification method with a value of K = 1 is 78.57%, K = 3 and 5 is 85.71%, K = 7 and 9 as much as 71.42%. The accuracy results are obtained from data that has been reduced using the PCA method with a value of n\_components = 10. The comparison of accuracy results from the RF and KNN methods that have been reduced using PCA can be seen in table 2 below.

Table 1. Comparison of RF and KNN accuracy results

|  |  |  |  |
| --- | --- | --- | --- |
| **PCA** | **RF (*n\_estimators* = 100)** | **K** | **KNN** |
| *n\_components* **=** 10 | 78.57% | 1 | 78.57% |
| **3** | **85.71%** |
| **5** | **85.71%** |
| 7 | 71.42% |
| 9 | 71.42% |

Based on table 4.12 above, it can be concluded that the best accuracy for classifying leukemia disease data that has been reduced using PCA is using the KNN classification method with K values = 3 and 5.

1. CONCLUSION

The results of the analysis carried out on leukemia disease data in the classification of reduced data can be concluded that the Principal Component Analysis (PCA) method is able to reduce the attributes/features of leukemia disease data with a total of 10 n\_components attributes/features. The number of attributes (n\_components) in the PCA being built cannot exceed the number of M×N matrices of the original data matrix. The process of classifying leukemia is carried out using the Random Forest (RF) method by building 100 trees (n\_estimators) and the K-Nearest Neighbor (KNN) method using values (K = 1, 3, 5, 7 and 9). The best accuracy results were in the classification of leukemia using KNN with values (K = 3 and 5) namely 85.71%. while using Random Forest (RF) by building 100 trees (n\_estimators) the accuracy results were 78.57%.
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