Comparison of Machine Learning Algorithms for Predicting Stunting Prevalence in Indonesia
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Stunting is a serious public health problem, especially among under-fives, which can cause serious short- and long-term impacts. Efforts to tackle stunting in Indonesia involve national strategies and development priorities. Therefore, this study aims to compare the performance of machine learning regression algorithms in predicting stunting prevalence in Indonesia. The data collected is secondary data. The data collection was done carefully, taking explicit details regarding the source, scope, extent, and analysis of the dataset, and using a careful sampling methodology. The model evaluation results show that the Random Forest Regression algorithm has the best performance, with a success rate of 90.537%. The application of this model to the new dataset shows that East Nusa Tenggara province has the highest percentage of stunting at 31.85%, while Bali has the lowest percentage at 12.07%. Visualization of the dashboard using Tableau provides a clear picture of the distribution of stunting in Indonesia. In conclusion, this research contributes to the development of science, especially in the field of machine learning and public health, and provides policy recommendations for tackling stunting in Indonesia.
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I. INTRODUCTION

A child is said to be stunted if his or her development is hampered by chronic malnutrition until his or her height is below the average age [1],[2]. Stunting is a key indicator when assessing the state of nutrition and public health, especially in children under the age of five [3]. By 2022, the Southeast Asian region will have a stunting prevalence rate of 26.4%, according to statistics compiled by the World Health Organization (WHO) and published in 2023 References [4],[5]. In addition, in 2021, the incidence of stunting in children under five years of age in Indonesia reached 24.4%, as reported by the Status Survey of Indonesia.

Nutrition Indonesia (SSGI) Despite progress, the incidence of stunting in children under the age of five in Indonesia will reach 21.6% by 2022, placing the country in the moderate category according to the World Health Organization’s categorization [6], [7].

A child’s health and academic performance may be negatively impacted by stunting, both now and in the future. When a child is stunted, their immune system is weakened, they are more likely to develop degenerative diseases, they have difficulty understanding, they learn more slowly, and they do not grow as tall as they should. Stunting has far-reaching consequences, including cognitive impairment, impaired learning capacity, increased susceptibility to chronic diseases, including diabetes, cancer, hypertension, and obesity, and large financial losses [5],[8].

Community initiatives to improve nutrition during the first thousand days of life and the national plan to accelerate stunting prevention are examples of such initiatives. It is one of the national development priorities listed in the National Medium-Term Development Plan’s (RPJMN) main objective to reduce stunting in Indonesia [9]. Parental actions to prevent stunting can be done by providing exclusive breastfeeding until the baby is six months old and meeting the nutritional needs of children since pregnancy. This includes reducing the prevalence of stunting in children under five. Presidential Regulation (Perpres) Number 72 of 2021 concerning the Acceleration of Stunting Reduction was issued by the Indonesian government as an effort to reduce stunting rates. The government's goal is to reduce the incidence of stunting by fourteen percent by 2024 [6],[7],[10].

Critical to the success of this effort is that using relevant data and methodologies, we can estimate the incidence of stunting in Indonesia. The government and other stakeholders can help plan and allocate resources for nutrition and health interventions by anticipating stunting rates [11]. Stunting rate prediction can also be used as a monitoring and evaluation tool to see how well the program is performing. By using machine learning, stunting rates can be predicted. The foundation of machine learning-based prediction is historical data, which is transformed into data patterns that can predict future events [12].

Machine learning is a branch of artificial intelligence. Our research focuses on developing AI systems with the ability to learn from past mistakes and successes. One of the many
applications of machine learning is prediction. Making predictions involves using pre-existing data or knowledge to create unknown values (regression) or categories (classification). Evaluation, planning, and decision-making can all benefit from prediction [12],[13].

Machine learning regression is a guided learning technique that uses input factors related to output variables to estimate numerical or continuous values. The difference between linear and non-linear regression lies in the fact that linear regression makes the assumption of a linear relationship between the predictor variable and the target variable, whereas linear regression is able to capture more complicated non-linear patterns [14].

Assessing how well various machine learning regression models predict the frequency of stunting in Indonesia is the main objective of this study. The machine learning regression methods used for this study are Support Vector Regression (SVR), Decision Trees Regression, Random Forest Regression, and Generalized Additive Models (GAM). The selection of these algorithms is based on the non-linear nature of the data patterns of the datasets used. Therefore, these algorithms can effectively handle the complexity and variety of non-linear patterns contained in the dataset, enabling more accurate and reliable predictions. The selection of these algorithms is based on the unique features and methods of modeling and predicting data. This research uses measures that include MSE, which stands for mean squared error; RMSE, which stands for root mean squared error; and total mean absolute error (MAE), R-squared (R2), and mean absolute perception error (MAPE) to evaluate algorithm performance.

There are several previous studies on predicting stunting rates, such as research made by [7]. This study aims to address stunting in East Java Province by analyzing the factors that influence its prevalence based on secondary health survey data. This study applies supervised machine learning methods, including linear regression, support vector regression, and random forest regression. The results showed that the factors highly correlated with stunting prevalence were not only limited to Low Birth Weight (LBW), but also included Human Development Index, sanitation, and the Poor Population Index. In addition, this study confirms that support vector regression has a lower error rate compared to other methods. While research conducted by [12]. This study compares five classification algorithms, namely Logistic Regression, Decision Tree, Random Forest, K-Nearest Neighbors (KNN), and Support Vector Machine (SVM), in identifying stunting in children under five. The dataset used consists of four main attributes: age, gender, weight, and height of the toddlers, as well as binary labels that distinguish between stunted and non-stunted toddlers. The results show that KNN with K = 3 provides the highest accuracy, reaching 94.85%, making it the best model for classifying stunting in children under five. In addition to accuracy, other metrics such as precision, recall, and F1-score were also used to evaluate the algorithm's performance. KNN stood out with the highest F1 score of 98.47% and in research [13]. This study aims to compare five algorithms to predict child stunting: Random Forest, Logistic Regression, Naïve Bayes, SVM, and Neural Networks. Using the 2023 child stunting data from Lubuk Linggau City as many as 400 samples, the research methodology involves the stages of initiation, model development, comparison of test results, and prediction analysis with KNIME. Naïve Bayes showed the highest performance with 98.57% accuracy, F1-Score 0.99, and high recall and precision, making it the best model, although Random Forest also gave good results with 98.29% accuracy. Based on previous research, it can be seen that the best algorithm obtained is based on different variables in the dataset in the study. In this study, the variables used in the dataset are also different from previous studies.

The researchers hope that their work will advance scientific knowledge, particularly in the fields of public health and machine learning. The government and other interested parties in Indonesia can use the findings of this study to inform the development of more effective policies and initiatives aimed at reducing stunting.

II. METHODOLOGY

The methodology in this study is characterized by experimental and quantitative approaches. The quantitative research approach utilizes numerical and statistical data collected by various means, such as experiments, surveys, tests, and other similar instruments. The purpose of this approach is to measure variables, test hypotheses, or find relationships between variables [15],[16]. Researchers using experimental research techniques collect data by providing treatment or intervention to research participants. The purpose of this approach is to find out how to influence the measured variables [15],[16]. The main objective of this study is to evaluate the ability of several regression algorithms to predict the frequency of stunting in Indonesia. Here, we can see the use of numerical data generated by regression algorithms and the implementation of treatment through the selection of several methods for the dataset.

A. Research Flow

In this research, there are nine steps: data collection, preprocessing, partitioning, modeling, scoring, algorithm comparison, applying the model to a new dataset, applying category constraints, and dashboard visualization using Tableau.
B. Data Collection

This study uses secondary data that is legally available on the internet, coming from the Central Bureau of Statistics and the Ministry of Health that can be accessed by the public. This study uses survey data collected from various sources. For the purpose of predicting stunting prevalence, the 2021 and 2022 data are used as the initial dataset, while the 2023 data is used as the new dataset. Here is the data:

1. Results of the Indonesian Nutrition Status Study (SSGI)[6], [7]
2. Health Statistics Profile[17].
3. Settlement and Housing[18].
4. Consumption and Income[19].
5. Early Childhood Profile[20].
6. Education Statistics[21], [22],[23].
7. Maternal and Child Health Profile[24].
8. Indonesia's Poverty Profile[25], [26],[27].

Some of the data used as attributes in modeling in this study are as follows:

1. Immunization (Percentage of children who have received all mandatory vaccinations in the last 12-23 months).
2. The distribution of health services by health care providers in health care facilities (HFs) is the proportion of the population aged 15 to 49 years who are being treated by health care providers in health facilities.
3. Contemporary family planning is the percentage of sexually active women of childbearing age (15-49 years) or their partners who want to have more children or do not want to have more children and use a contemporary contraceptive method.
4. Percentage of Stunted Toddlers in Indonesia. (Target Variable/Variable)
5. Percentage of exclusively breastfed infants and toddlers (especially those less than twelve months old).
6. The percentage of children aged 6-23 months who received breastmilk supplements referred to as complementary foods (MP).
7. Clean water (percentage of households that have access to clean water services).
8. Implementation (Percentage of households that have access to clean water services).
9. Prevalence of Undernutrition (PoU) in the population that is not chronically malnourished due to excessive food consumption.
10. The 10th program is called "Early Childhood Education" (ECED) and lasts for three to six years.
11. Jamkesda (also known as Jaminan Kesehatan Nasional (JKN)) ownership is the proportion of the population that received JKN/JAMKESDA and used it for health promotion in the past year.
12. Percent Poverty by province, also known as Percent Poor.

1. Health Factors:
   - Immunization (Percentage of children who have received all mandatory vaccinations in the last 12-23 months).
   - Distribution of health services by health care providers in health care facilities (CHF) is the proportion of the population aged 15 to 49 years who are being treated by health care providers in health facilities.
   - Contemporary family planning (KB) is the percentage of sexually active women of childbearing age (15-49 years) or their partners who want to have more children or do not want to have more children and use contemporary contraceptive methods.
   - Percentage of Stunted Toddlers in Indonesia. (Target variable /Dependent variable)
2. Nutritional factors:
   - Percentage of infants and toddlers who are exclusively breastfed (especially those less than twelve months old).
   - Percentage of children aged 6-23 months who receive breastmilk supplements referred to as complementary foods (MP).
3. Settlement and housing factors:
   - Clean water (Percentage of households with access to clean water services).
   - Livable sanitation (Percentage of households that have access to interest and sustainability).
4. Food factors:
   - Prevalence of Undernutrition (PoU) in the population that is not chronically malnourished due to excessive food consumption.
5. Child education factor:
   - The 10th program is called "Early Childhood Education" (ECED) and lasts for three to six years.
6. Social protection factors:
   - Jamkesda (also known as Jaminan Kesehatan Nasional (JKN)) ownership is the proportion of the population that received JKN/Jamkesda and used it for health promotion in the past year.
7. Economic factors:
   - Percent Poverty by province, also known as Percent of Poor Population.

C. Data preprocessing

1. Data understanding.

The first step at this stage is to use a scatterplot to examine the relationship between each attribute in the dataset, the percentage of stunted children under five, as the y-axis. One way to see the relationship between two variables is through a scatterplot, which is a type of graph. A scatter plot consists of two parts: the mean (x) as the horizontal total, the median (y) as the vertical sum, and the x and y values indicated by tick marks. In this step, we will form a graph that shows the relationship between the two variables. The interaction between variables can show whether there is a positive, negative, or no relationship at all.[28].
It can be seen from Figure 2 that the data bars on each attribute have no relationship (non-linear). The algorithm used in the modeling step is a non-linear regression algorithm. The next step is to test the relationship between variables using Pearson correlation analysis. One of the analytical techniques that can be used to determine the value and direction of the linear relationship between two variables is the Pearson correlation coefficient. The coefficient of determination ranges from -1 to 1, with values close to 1 indicating a greater positive relationship, -1 indicating a stronger negative relationship, and 0 indicating no linear relationship between the two variables. The Pearson correlation analysis technique was used to determine the absence of a relationship between two interval or ratio-sized variables. Normal data distribution and parametric data sets are the basis of Pearson correlation analysis. The results of Pearson correlation analysis can be used to determine the significance of the relationship between two variables and display the value and direction of the trend.

The results of the Pearson correlation analysis, which has the weakest relationship with the percentage of stunting, namely the poor penetration rate of 0.52, can be seen in Figure 3. This means that there is a positive correlation indicating that the stunting rate increases as the proportion of the poor population increases.

2. **Data cleaning**

This data preprocessing step involves checking for missing values and missing data types on each attribute, as well as performing data cleaning or data cleansing operations.

It can be seen from Figure 2 that there are no missing values in the dataset, and all attributes used are numeric. Data type conversion is not required for this result, as one aspect of the regression method is that the attributes to be used in the modeling step are numeric.

3. **Convert data**

This step involved data conversion to assign categories to the appearance attributes of stunted children. The aim was to assess the categories of stunting across all provinces in Indonesia.

The following categories are based on the stunting standards set by the World Health Organization (WHO). Which is less than 20%, medium 20% - 29%, highest 30% - 39%, and very
b. Data Sharing

At this stage, the data is transformed into training data and test data. The data used for modeling is called training data, while the data used to evaluate the learning results of machine learning is called test data. The data is summarized into 80% for training data and 20% for test data.

Figure 6. Training and test data

b. Modeling

At the stage of understanding the data using the scatterplot technique, it is known that the algorithm to be used in modeling is non-linear regression.

1. Support Vector Regression (SVR)

One machine learning regression algorithm that uses the same principles as SVM, or Support Vector Machine, is Support Vector Regression (SVR). Simple Vs. Random (SVM) is a classification algorithm that searches for a hyperplane that divides two data sets by a large margin. SVR also searches for hyperplanes but for continuous value prediction based on the mean variable. Using the concept of epsilon-insensitive loss, SVR is able to overcome prediction errors that are less than the target value of epsilon. In addition, SVR utilizes a kernel, a function that transforms the input data into a higher dimensional space to process non-linear data [29].

Figure 7. Ilustrasi SVR

```python
# Support Vector Regression (SVR)
from sklearn.svm import SVR
svr_model = SVR(kernel='linear')
svr_model.fit(x_train, y_train)
y_pred_svr = svr_model.predict(x_test)
```

Figure 8. Penerapan model SVR

2. Decision Trees Regression

One of the machine learning methods used to create data-driven prediction models is decision tree regression. The decision-making part of this prediction model consists of nodes and edges. Nodes represent input variables, while edges represent the relationship between input and output variables. You can use this prediction model to determine the outcome of a decision by analyzing the curves on the decision graph [30].

Figure 9. Ilustrasi Decision Tree Regression

```python
# Decision Tree Regression
from sklearn.tree import DecisionTreeRegressor
dt_model = DecisionTreeRegressor()
dt_model.fit(x_train, y_train)
y_pred_dt = dt_model.predict(x_test)
```

Figure 10. Penerapan model Decision tree regression

3. Random Forest Regression

As a machine learning technique, Random Forest Regression is one way to build a prediction model using the provided data. This prediction model consists of a combination of many independent decision trees. You can use this prediction model to estimate the continuous value of a lag variable [31].

Figure 11. Ilustrasi Random Forest Regression

```python
# Random forest regression
from sklearn.ensemble import RandomForestRegressor
rf_model = RandomForestRegressor(n_estimators=1000)
r_model.fit(x_train, y_train)
y_pred_rf = rf_model.predict(x_test)
```

Figure 12. penerapan model random forest regression

4. Generalized Additive Models (GAM)

One of the machine learning techniques used to create prediction models using provided data is Generalized Additive Models (GAM). These prediction models are additive functions of many basis functions that describe the relationship between the response variable and the predictor variables. The response variable in GAM may have an exponential distribution, such as normal, binomial, or Poisson. In addition, GAM can use a linking function that relates the mean of the response variable to the additive function of the predictor variables [32].

Figure 13. Ilustrasi Generalized Additive Models (GAM)
c. Mode Evaluation

In the model evaluation stage, there are several types of regression model evaluations used, namely:

1. **Mean Absolute Error (MAE)**

   This is the only evaluation metric that takes into account the absolute difference between the value predicted by the model and the true value in the data set, which is the Mean Absolute Error (MAE). In the regression section, MAE shows how far the average prediction of the model is from the true value. To provide inconsistent results about the arousal model, MAE does not take into account the direction of the error (overestimation or underestimation) [33], [34]. There is a large absolute error in the predictions made by MAE. As the MAE value decreases, the quality of the model increases.

   **MAE formula:**
   
   \[
   MAE = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i|
   \]  

   Where:
   
   - \(n\) is the number of samples in the data
   - \(y_i\) is the actual value
   - \(\hat{y}_i\) is the predicted value

2. **Coefficient of Determination (R-squared)**

   One evaluation metric that can be used to determine how well a model explains the target data is R-squared. R-squared values range from 0 to 1, with higher values indicating a better model explaining the data variables. The R-squared value compares the performance of the model with a baseline model that uses only the absolute values of the target data [34].

   **R formula**

   \[
   R^2_{Score} = 1 - \frac{SS_{res}}{SS_{tot}}
   \]

   Where:
   
   - SS_res is the residual sum of squares
   - SS_tot is the total sum of squares.

3. **Mean Squared Error (MSE)**

   Mean squared error (MSE) is a measure of the reliability of estimates between model predictions and actual values in the data set. The model will be more robust to outliers or large errors as MSE gives a stronger boost to large errors. Although MSE provides good information regarding the sensitivity of the model, it fails to understand its interpretation as a single parameter [33], [34]. Some large mean square errors can be found in the predictions. The higher the quality of the model, the smaller the MSE value.

   **MSE formula:**
   
   \[
   MSE = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2
   \]

   Where:
   
   - \(n\) is the number of samples in the data
   - \(y_i\) is the actual value
   - \(\hat{y}_i\) is the predicted value

4. **Root Mean Squared Error (RMSE)**

   Root-mean-squared error, often known as RMSE, is a modified version of mean-squared error, also known as MSE, that provides a unit of measurement identical to the target variable. Having one measure in common with the target variable, RMSE is often easier to interpret than MSE. The root-mean-squared error (RMSE) provides more information on how far the prediction model is from the true value [33], [34]. The RMSE measures the comparison of the predicted value to the value that was actually determined before applying the squared difference. The quality of the model increases as the RMSE value decreases.

   **RMSE formula:**
   
   \[
   RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2}
   \]

   Where:
   
   - \(n\) is the number of samples in the data
   - \(y_i\) is the actual value
   - \(\hat{y}_i\) is the predicted value

5. **Mean Absolute Percentage Error (MAPE)**

   The relative evaluation metric known as MAPE is a kind of accounting for the absolute difference between the value predicted by the model and the true value. In the context of interpreting model results, MAPE provides information about how much the prediction model is accurate as a percentage of the true value [33]. As a percentage of the current value, MAPE estimates a large amount of error in the prediction. The higher the quality of the model, the smaller the MAPE value.

   **MAPE Formula:**
   
   \[
   MAPE = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{y_i - \hat{y}_i}{y_i} \right| \times 100%
   \]

   Where:
   
   - \(n\) is the number of samples in the data
   - \(y_i\) is the actual value
   - \(\hat{y}_i\) is the predicted value.

III. RESULTS AND DISCUSSION

In this section, we will look at many algorithms, including algorithms that evaluate algorithms using model analysis, algorithms that train new data sets, and algorithms that visualize dashboard results using tables.
A. Person Correlation Analysis Results

From Figure 43 the following person correlation analysis results are obtained:

1. Correlation between Immunization and Percentage of Stunted Toddlers (-0.33). There is a moderate negative correlation between immunization and the percentage of stunted children under five (-0.33). This indicates that the higher the level of immunization, the lower the percentage of stunted toddlers, and vice versa.

2. Correlation between Birth Attendance by Health personnel in health facilities and Percentage of Stunted Children (-0.42). There is a strong negative correlation between delivery assistance by health workers in health facilities and the percentage of stunted children under five (-0.45). This means that the more birth attendance by health workers in health facilities, the lower the percentage of stunted children under five.

3. Correlation between Modern Family Planning and Percentage of Stunted Children (-0.3). There is a moderate negative correlation between the use of modern family planning and the percentage of stunted children under five (-0.3). This suggests that the use of modern family planning can be associated with a decrease in the percentage of stunted children under five.

4. Correlation between Exclusive Breastfeeding and Percentage of Stunted Children (0.079). There is a very weak positive correlation between exclusive breastfeeding and the percentage of stunted children under five (0.079). Although positive, this relationship is not strong enough to infer a significant linear relationship.

5. Correlation between MP ASI and Percentage of Stunted Children (-0.22). There is a weak negative correlation between breastmilk MP and the percentage of stunted children under five (-0.22). This suggests that the higher the percentage of breastmilk MP, the lower the percentage of stunted children under five, although the relationship is not very strong.

6. Correlation between Percentage of Potable Water and Percentage of Stunted Children (-0.31). There is a moderate negative correlation between the percentage of potable water and the percentage of stunted children under five (-0.31). This indicates that the higher the percentage of potable water, the lower the percentage of stunted children under five.

7. Correlation between Percentage of Proper Sanitation and Percentage of Stunted Children (-0.55). There is a strong negative correlation between the percentage of proper sanitation and the percentage of stunted children under five (-0.55). This indicates that the higher the percentage of proper sanitation, the lower the percentage of stunted children under five.

8. There is a weak positive correlation between insufficient food consumption and the percentage of stunted children under five (0.26). This suggests that the presence of insufficient food consumption may be associated with an increase in the percentage of stunted children under five.

9. Correlation between ECD and Percentage of Stunted Children (-0.062). There is a very weak negative correlation between ECD and percentage of stunted children (-0.062). This correlation is not strong enough to infer a significant relationship between these two variables.

10. Correlation between JKN/Jamkesda Ownership and Percentage of Stunted Children (0.22). There is a weak positive correlation between JKN/Jamkesda ownership and percentage of stunted children (0.22). This suggests that JKN/Jamkesda ownership may be associated with an increase in the percentage of stunted children under five.

11. Correlation between Percentage of Poor Population and Percentage of Stunted Children (0.52). There is a moderately strong positive correlation between the percentage of poor population and the percentage of stunted children under five (0.52). This indicates that the higher the percentage of poor people, the higher the percentage of stunted children under five.

B. Model Evaluation Results

After each algorithm is used in the modeling stage, the model evaluation results can be seen in the following table:

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MAE</th>
<th>R²</th>
<th>MSE</th>
<th>RMS</th>
<th>MAP</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVR</td>
<td>3.616</td>
<td>0.497</td>
<td>18.37</td>
<td>4.286</td>
<td>16.096</td>
<td>3</td>
</tr>
<tr>
<td>Decision Tree Regression</td>
<td>2.5</td>
<td>0.637</td>
<td>13.23</td>
<td>3.638</td>
<td>10.117</td>
<td>2</td>
</tr>
<tr>
<td>Random Forest Regression</td>
<td>2.367</td>
<td>0.703</td>
<td>10.83</td>
<td>3.292</td>
<td>9.463</td>
<td>1</td>
</tr>
<tr>
<td>GAM</td>
<td>3.452</td>
<td>0.265</td>
<td>26.84</td>
<td>5.181</td>
<td>14.206</td>
<td>4</td>
</tr>
</tbody>
</table>

The Random Forest Regression model has the best performance among all models tested, according to the comparison in Table 1. This is because it has the highest R-squared value (0.703), which means this model is able to explain 70.3% of the data variance. The model also has true MAE, MSE, RMSE, and MAPE values that show a low level of error and deviation from the raw data. The success rate of the current model is 90.537% based on the MAPE value of 9.463%. The Generalized Additive Models (GAM) performed poorly compared to all the models tested as it had a low R-squared value (0.265), which means it was only able to explain 26.5% of the observed variance. It also has high MAE, MSE, RMSE, and MAPE values, indicating that it has a high degree of error and deviation from the raw data. The MAPE of this model is 14.207%, which means that the success rate is 85.793%. Among all the models tested, the Decision Tree Regression Model performed the best, with the second-highest R-squared value of 0.638, indicating that it can explain 63.8% of the data variance. It also has two-sided MAE, MSE, RMSE, and MAPE.
values, indicating that it has small standard deviations and errors from the raw data. With a MAPE of 10.118%, this model has a success rate of 89.882%. As it has a low R-squared value (0.497), indicating that it cannot adequately explain the data variables, the Support Vector Regression (SVR) model performed better than all the models tested. This model also has high MAE, MSE, RMSE, and MAPE values, indicating that it has a high degree of error and deviation from the raw data. The MAPE of this model is 16.097%, which means the success rate is 83.903%. The above analysis is a comparison of each model. And the model comparison mechanism is as described in the previous stage, stage F algorithm comparison.

From the results of the model evaluation above, it can be seen the novelty of previous research conducted by [7]. To predict the stunting rate, the best model obtained from the comparison results is the support vector regression model. While in this study the best model is random forest regression. Previous research also reached the stage of model evaluation to compare the best model.

C. Applying the Best Model to a New Dataset

After finding the best model, namely Random Forest Regression. Then the next step is to apply the best model to the new dataset is the Random Forest Regression algorithm to predict stunting rates.

Based on the stunting prediction results above, it can be seen that the province with the highest percentage of stunting is East Nusa Tenggara at 31.8 percent, which is in the highest category. This province requires special attention and priority in stunting prevention. Bali is the province with the highest proportion of stunted toddlers at 12.07%, which is in the middle-rich category. This province can be an example and source of inspiration for other provinces in implementing stunting programs. Of the 34 provinces surveyed, 28 provinces have stunted children in the male category, with percentages ranging from 20% to 30%. To reduce stunting, these provinces need a more intense and integrated campaign.

D. Dashboard Visualization

Here, data visualization in dashboard format is done using the stunting probability prediction dataset that has been previously exported to EXCEL format. In this research, Tableau is used as a tool for creating dashboards. When it comes to data visualization and business analysis, Tableau is the tool of choice. Data from various sources can be connected and underlined by visualizing graphs, tables, and interactive dashboards that use Tableau. Tableau can be used to generate reports and analyses to help make better business decisions [35].

Based on the data above, it can be concluded that stunting will become a problem, amounting to 22.69% in Indonesia by 2023. Based on the category in each province, the high category is at 5.88%, the medium is at 73.53%, and the low is at 20.59%. These viewpoints may come from factors identified in the previous modeling stage and incorporated into the dashboard.

IV. CONCLUSION

In children under the age of five, stunting is a significant health problem as it is a condition of stunted growth caused by chronic geriatric (under-five) disease. Despite efforts to address this problem, stunting has a prevalence of 24.4% in Indonesia.
by 2022. The limitation of this research is only to predict stunting rates in Indonesia through machine learning after model comparison. This research aims to compare the performance of regression algorithms in predicting stunting prevalence in Indonesia. This study compares the performance of regression algorithms in predicting the prevalence of stunting in Indonesia. Combining information from many surveys. The model with a 90.537% evaluation success rate was determined as the best model through a comparison of random forest regression models. The highest stunting prediction rate using the best algorithm was 31.8 percent in East Nusa Tenggara Province. The limitations of this study are still the lack of research yet in predicting stunting with the same model and evaluation of this model. And also the data obtained is quite difficult to obtain.

Arguments put forward by researchers Nutrition interventions are sensitive to the factors that cause stunting and specific nutrition interventions that affect pregnant women, infants, and toddlers in reducing stunting rates in Indonesia. For effective monitoring of soil moisture levels, it is necessary to drill down to the under-five nutrition level. Program effectiveness and avoiding overlap achieves coordination across sectors and levels. Finally, advocacy, campaigns, and socialization are needed to increase public awareness about the importance of balanced nutrition and good posture during stunting. It is hoped that further research can be developed and implemented directly such as given to policy makers so that the results of this study can be taken into consideration to reduce stunting rates.
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