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EDITOR’S FOREWORD 

 

 

 

Jurnal Sisfokom (Information Systems and Computers) stands as a distinguished scholarly 

publication, meticulously managed and proudly issued by the LPPM ISB Atma Luhur 

Pangkalpinang. 

 

This particular edition, Volume 14 Number 01 – January 2025, exemplifies a robust 

collaborative endeavor, uniting the academic prowess of ISB Atma Luhur with a diverse array 

of esteemed universities throughout Indonesia. 

 

The editorial board extends its profound gratitude for the invaluable participation and 

unwavering cooperation of our dedicated lecturers. Their significant contributions have been 

pivotal, enabling the timely and successful publication of Jurnal Sisfokom (Information 

Systems and Computers) Volume 14 Number 01 – January 2025, precisely in accordance with 

our meticulously laid plans. 

 

Additionally, the editorial board extends its profound appreciation to the distinguished experts, 

both internal and external to ISB Atma Luhur, whose invaluable contributions in thoroughly 

assessing and meticulously refining the submitted manuscripts have been absolutely critical to 

the quality of this publication. 

 

On this occasion, the editorial board cordially invites and extends the widest possible 

opportunity to all researchers, fellow lecturers, and discerning scholars/practitioners in both 

Information Systems and Informatics Engineering to contribute and publish their research 

findings through this esteemed journal. 

 

Ultimately, the editorial board sincerely hopes that the scholarly articles published within this 

journal will yield substantial benefits for the entire academic community at ISB Atma Luhur, 

and profoundly contribute to the broader advancement of science and information technology. 
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Abstract— Insurance is a financial protection contract between a 

customer and an insurance company which is stated in the form of 

an insurance policy. Prediction of insurance claim reserve funds is 

necessary because the claim amount varies and the claim time can 

be the same. If at any time there is a claim that is so large that it 

exceeds the available claim reserve fund plus the claim occurs at the 

same time, it can cause the company to fail to pay the claim. This will 

certainly make the company's conduct decline, customer trust will be 

lost, and can cause the company to go bankrupt. The problem can be 

solved if the insurance company has sufficient claim fund reserves. 

Claim fund reserves are an important issue in insurance companies. 

This study aims to predict the claim fund reserves in insurance 

companies to anticipate varying claim amounts. Historical analysis 

of the value of claims with the ARIMA model approach is used to 

predict future claim values. We use claim value data that has been 

scaled in millions. 2020 to 2022 as training data and 2023 as test 

data. The Root Mean Square Error (RMSE) metric obtained is IDR 

25,780.71; Mean Absolute Deviation (MAD) of IDR 14,421.89, and 

Mean Absolute Percentage Error (MAPE) of IDR 5,967.27; while 

the total actual claim value in 2023 is IDR 161,700.51 and the total 

predicted claim value is IDR 166,227.36; which means that an 

accuracy of 97% is obtained. The result of claim prediction value in 

one periodic year can give a favor to the management to make a 

decision, how much the claim funds should be prepared. 

Keywords— prediction; classification; claim; ARIMA; 

insurance 

I.  INTRODUCTION 

In life, humans are not free from risks. Risk is any event that 
causes loss. Protection from various risks in everyday life has 
become a necessity. One institution that can provide this 
protection is an insurance company. Insurance is an agreement 
between the insurer and the insured to receive insurance 
premiums to replace or provide payment for losses experienced 
by the insured from an event. 

Insurance promises protection to the insured against risks 

faced by individuals and organizations. Today, the insurance 

industry is experiencing very rapid growth. The insurance 

industry plays an increasingly important role in the Indonesian 

economy by providing benefits to both individuals and society. 

One of the characteristics of loss insurance is that the premium 

charged to policy holders depends on the number of claims and 

the size of the claims that have been submitted. The overall 

claim amount depends on the size of the claim and the 

frequency of claims in a particular period. 

The number of claims submitted by policy holders 

represents the actual risk of the policy holder. Factors that cause 

the risk of damage or loss are disasters (perils) and dangers 

(hazards). This disaster factor can be influenced by the weather 

climate, which cannot be predicted or prevented. These factors 

will influence the number of claims. 

Bankruptcy is the biggest risk that a company might 

experience. Technological developments, adaptability to the 

company's financial economic conditions are common factors 

causing bankruptcy. The company's financial condition has the 

largest percentage in influencing bankruptcy. To measure the 

level of risk and health of the company, an analysis of the 

company's financial statements needs to be carried out. From 

the analysis of the company's financial statements, it can be 

seen if the company is experiencing financial difficulties[1]. 

Bankruptcy is a significant event that can cause major losses to 

management, shareholders, employees, customers and the 

nation, so predicting company bankruptcy has become a hot 

topic for both industrial applications and academic research. In 

recent years, many studies have shown that machine learning 

techniques such as Artificial Neural Networks (ANN), Decision 

Tree (DT), Case Based Reasoning (CBR), Support Vector 

Machine (SVM) can be used as alternative methods for 

predicting company bankruptcy. Unlike statistical techniques, 

machine learning techniques do not assume a particular data 

distribution and automatically extract knowledge from training 

samples. Prediction performance depends on the details of the 

problem, the characteristics of the data structure used, the extent 

to which it is possible to separate classes using these 

characteristics, and the purpose of the classification[2]. 

Bankruptcy is a situation where a company experiences a 

shortage and insufficiency of funds to run or continue its 
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business, a more serious consequence of bankruptcy is in the 

form of business closure or liquidation[3]. Bankruptcy 

prediction is very important for all organizations and agencies 

because it has a major impact on the economy and price 

increases will cause many social problems[4]. Several 

insurance companies in Indonesia have defaulted, namely the 

failure of the obligation to pay claims to the insured. Many 

factors cause insurance companies to default, one of which is 

due to poor calculation of claim fund reserves[5]. 

This research will be predict claim fund reserves using the 

ARIMA method so that insurance companies avoid bankruptcy 

due to inability to pay when claims occur that exceed the 

available claim funds. The Arima-based method often used in 

predicts the stock price in a company like said in [6] and have 

the trend predictions better than other machine learning 

methods such as linear regression, random forest, decision tree 

and gradient boosting machine [7]. Measurements should be 

carried out on research results to determine whether the 

implementation of a method is appropriate, such as in [8] which 

produces a smaller MAPE using ARIMA compared to using 

Single Exponential Smoothing in forecasting Indonesian cocoa 

export. Metrics other than MAPE are Mean Square Error 

(MSE) and Mean Absolute Error which are also used in [9] to 

predict dengue fever cases using ARIMA methods and have a 

good result. 

The Autoregressive Integrated Moving average (ARIMA) 

method or commonly called the Box-Jenkins method is a 

method that was intensively developed by George EP Box and 

Gwilym Jenkins in the 1970s. The Box-Jenkins model group 

included in this method includes: Autoregressive (AR), Moving 

average (MA), autoregressive-moving average (ARMA), and 

Autoregressive Integrated Moving average (ARIMA). The 

single value of the time series cannot be predicted, but if an 

analysis is carried out on the entire value of the time series, it 

has a certain pattern[10]. 

The data to be processed is data that has a record of the time 

the claim occurred and the value of the claim (numerical). The 

data obtained is analyzed to determine the pattern of past data 

that has been collected using the ARIMA model which can 

predict short-term forecasting for non-stationary data. Time 

series models such as ARIMA attempt to predict future 

conditions by using historical data and predicting the future. 

ARIMA prediction results in several studies are suitable for 

predicting variables that are very sensitive to short-term 

changes. 

The ARIMA model uses dependent variables and ignores 

independent variables to produce accurate short-term 

forecasting.  This research calculates predicted claim values 

based on previous claim values recorded in time series form. 

This research can provide input to insurance companies as a 

reference in predicting the provision of claim funds so that they 

do not cause problems in the future for their customers. 

II. METHODOLOGY 

The methodology in this research uses a quantitative 

approach whose aim is to calculate various things in an effort 
to explain what is observed and is useful for generalizations, 
predictions, and causal explanations. Another characteristic is 
that data is obtained in a structured manner in numerical form 
and in large quantities[11]. Previous research shows that 
ARIMA can be used to predict many things and get good 
results, so in this research the ARIMA method will also be used 
to predict the reserve funds of claims at insurance companies. 

A. Research Flow 

In predicting claims fund reserves using the ARIMA model, 
there are several stages that need to be carried out. This stage 
includes data collection, data preparation, data transformation, 
data sharing, ARIMA modeling, evaluation and measurement of 
prediction results which can be seen in Fig.  1. 

B. Data Collection and Preparation 

Claim value data for the analysis process was obtained from 
one of the leading insurance companies in Indonesia. The data 
obtained in Excel format is 8,301 rows with 25 columns which 
store claim data in a time series from 2019 to 2023. From the 
25 existing fields, researchers only used the [Date of Loss, 
Currency and Gross Claim] fields with the aim of predicting 
claim value in the following times, so it is suspected that these 
3 fields can be used to predict the value of the next claim which 
can ultimately predict the total claim fund reserves that must be 
provided by the insurance company. This raw data can be seen 
in Fig.  2. Data in 2019 that contained only 4 rows were 
eliminated because its not likely the others in 2020 until 2023.  

 

Fig.  2 Raw Data 

C. Data Transformation 

 Based on observations and data analysis, we found that 
Currency consists of 5 different currencies. Standardization is 
needed for the differences in these currencies. Conversions 
were made from Australian Dollar, Euro, Singapore Dollar, and 

Fig.  1 Research Flow 
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US Dollar to Rupiah. We used historical currency data by 
utilizing the site https://www.xe.com/ and to simplify it, the 
exchange rate was done by searching for the average value 
history from the 1st of each month to the end date of it. The 
value obtained was used as the Gross Claim exchange rate in 
the same month and year and then the claim value in foreign 
currency was converted to Indonesian Rupiah. After the 
conversion was completed, data aggregation was made by 
calculating the claim value per month per year which was 
represented in the occurrences column and the total claim per 
month as shown in TABLE  1. 

Some of total claims per month have very large value, so to 
makes the good visibility of data, these value will be scaled in 
millions. 

 ARIMA has ability to make predictions with a single 
historical data, so in this research we only use the Total Claims 
per month and month as a time series. Time series in the form 
of dates require complete dates, so that for each month the 1st 
is given, the data are ready to be applied to the ARIMA model 
is presented in TABLE  2. 

D. Data Split 

To validate whether the model can be applied, the data 
needs to be divided into training data and test data. The training 
data using three years of data claim value per month from 
January to December 2020 until 2022 (75%) and test data using 
one year claim value per month from January to December  
2023 (25%). 

 

TABLE  1. Number of incidents and total claims per month 

  2020 2021 
 

Month 

Occ

uren

ces Total Claim 

Occ

uren

ces Total Claim 

Jan 10 433,189,538.48 197 6,955,649,415.77 

Feb 1 17,181,818.00 247 100,992,041,856.33 

Mar 3 23,986,616.35 156 5,786,845,736.36 

Apr 11 3,184,744,171.47 255 11,591,699,592.74 

May 15 177,464,989.69 136 3,508,105,175.11 

Jun 20 2,737,806,501.20 128 2,218,888,646.71 

Jul 57 6,971,070,261.27 132 1,164,053,047.63 

Aug 27 38,516,815,629.18 142 4,736,044,421.67 

Sep 99 3,331,185,777.17 155 5,545,840,503.78 

Oct 78 3,461,902,091.75 254 11,126,383,570.43 

Nov 54 1,361,843,072.62 204 9,597,759,035.99 

Dec 77 2,237,629,991.97 226 10,087,082,882.02 
 

  2022 2023 
 

Month 

Occ

uren

ces Total Claim 

Occ

uren

ces Total Claim 

Jan 222 8,267,771,542.23 173 4,430,835,869.42 

Feb 165 2,982,610,888.24 196 5,029,537,017.84 

Mar 222 9,291,233,284.94 177 6,899,123,050.30 

Apr 177 2,497,450,290.58 167 5,631,003,547.19 

May 240 52,063,370,024.67 166 5,284,908,740.93 

Jun 246 104,268,400,239.60 154 5,932,366,203.28 

Jul 213 36,285,032,455.71 415 12,875,165,010.95 

Aug 172 3,296,534,460.00 506 12,543,437,955.69 

Sep 156 22,788,867,600.88 516 3,753,778,425.75 

Oct 176 3,402,032,912.49 365 1,140,997,927.52 

Nov 429 6,824,707,679.67 121 98,159,305,889.88 

Dec 235 12,356,519,724.81 4 20,047,980.45 

 

TABLE  2. Claim by Month and Year (in Million) 
Month 2020 2021 2022 2023 

Jan 433.1895385 6955.649416 8267.771542 4430.835869 

Feb 17.181818 100992.0419 2982.610888 5029.537018 

Mar 23.98661635 5786.845736 9291.233285 6899.12305 

Apr 3184.744171 11591.69959 2497.450291 5631.003547 

May 177.4649897 3508.105175 52063.37003 5284.908741 

Jun 2737.806501 2218.888647 104268.4002 5932.366203 

Jul 6971.070261 1164.053048 36285.03246 12875.16501 

Aug 38516.81563 4736.044422 3296.53446 12543.43796 

Sep 3331.185777 5545.840504 22788.8676 3753.778426 

Oct 3461.902092 11126.38357 3402.032912 1140.997928 

Nov 1361.843073 9597.759036 6824.70768 98159.30589 

Dec 2237.629992 10087.08288 12356.51973 20.04798045 

 

E. ARIMA Model 

 The components of ARIMA, as the name suggests, are (1) 
Autoregressive, (2) Integrated, and (3) Moving average. The 
stages for doing ARIMA are Autoregressive (AR), Moving 
average (MA), Autoregressive Moving average (ARMA), and 
finally Autoregressive Integrated Moving average (ARIMA). 

Autoregressive (AR) 

The autoregressive model is a stationary model of time 
series data where the observation value at time t is influenced 
by the previous observation value. This model uses the AR order 
(p) or ARIMA model (p,0,0) expressed in equation (1). 

Yt = β1 Yt-1 + β2 Y t-2 + ... + βp Y t-p + et          (1) 

 

explanation:  

Yt = The series values are stationary 

βi = i-th autoregressive parameter  

et = White Noise error value at time t 

 

Independent variables are a series of values of similar 

variables in the last few t periods. While at is an error or residual 

unit that describes random disturbances that cannot be 

explained by the model. Autoregressive calculations can be 

done in the following process:  

1) Determine the model that fits the time series.  

2) Determine the value of the order p (determine the length of 

the equation formed) 

3) Estimate the autoregressive coefficient values β1, β2, β3, 

βk  
 

Moving average (MA) 

The Moving average (MA) model shows observations at 

previously influenced times. The moving average is denoted in 

MA (q) or ARIMA (0,0,q) which is written in equation (2). 

 

Yt = et – β1 et-1 - β2 et-2 - - ... - βq et-q                (2) 

 

explanation:  

Yt = Stationary series values 

βi = Moving average Parameter 
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et = White noise / error or residual unit 

 

Autoregressive Moving average (ARMA) 

The combination of the Autoregressive (AR) and Moving 

average (MA) models will form a new model, namely ARMA 

(autoregressive moving average) with the ARMA order (p,q). 

The general form of the ARMA equation is a combination of the 

AR and MA equations which are denoted in equation (3). 

 
 Y t = β1 Y t-1 + β2 Y t-2 + ... + βp Y t-p + et – β1 et-1 - β2 et-2 - - ... - βq et-q      (3) 

 

explanation:  

Yt = Stationary series values 

βi = Moving average Parameter 

et = White noise / error or residual unit 

 

ARMA modeling has a basic theory of correlation and 

stationarity. This means that ARMA can be used when the time 

series has formed a stationary graph, or does not form an 

upward or downward trend. However, if the time series data is 

not stationary, then a differentiation process is needed to change 

the data to become stationary before it can be processed through 

ARMA. 

 

Autoregressive Integrated Moving average (ARIMA) 

 The AR, MA, and ARMA models use the assumption that the 
time series data produced is already stationary. In reality, time 
series data is more often non-stationary. If the data is not 
stationary, the method used to make the data stationary is 
differencing for non-stationary data in the mean and the 
transformation process for non-stationary data in the variance. 
The general form of the ARIMA model can be expressed in 
equation (4). 

𝑍𝑡 = ∅1𝑍𝑡−1 + ∅2𝑍𝑡−2 + ⋯ + ∅𝑝𝑍𝑡−𝑝 + 𝛼𝑡 + 𝜃1𝛼𝑡−1 + ⋯+ 𝜃 𝑝 𝛼𝑞−1       (4) 

 

explanation:  

𝑍𝑡  = data at time 𝑡, 𝑡 = 1,2,3, … , n  

𝑍𝑡−𝑖  = data at time 𝑡 − 𝑖, 𝑖 = 1,2,3, … ,p 

𝑍𝑡−𝑖  = error at period 𝑡 − 𝑖, 𝑖 = 1,2,3, … , 𝑞  

𝛼𝑡 = error at period 𝑡, = 1,2,3, … , 𝑛 

∅0 = Autoregressive (AR) model constants 

∅𝑖 = coefficient of 𝑍𝑡−𝑖 in the Autoregressive (AR) model   

𝜃𝑖 = coefficient of 𝛼𝑡−𝑖  in the Moving average (MA) model 
 

 The general process for ARIMA modelling is: visualize the 
time series data, make the time series data stationary, plot the 
correlation and autocorrelation charts, construct the ARIMA 
model and use the model to make predictions. The 
establishment of the ARIMA model is that the time series are 
required to have stationarity. It can be judged intuitively by 
making the original sequence diagram, and the stationarity of 
the sequence can also be verified by the inspection method. If 
the sequence is not stable, one can use data transformation or 
difference to make the data stable [10]. 

1. Visualize the time series data 

Time series data visualization is very important in ARIMA 

methods because it helps identify data patterns and trends, and 

ensures that the model built is accurate and relevant[12]. In 

addition, data visualization also helps identify the suitability of 

the ARIMA model to the existing data, thereby improving the 

quality of predictions. 
From the historical data in Fig.  3 it can be seen that in order 

to predict the claim value in the future, it is necessary to create 
a proper relationship between the claim value and time. The 
graphic image can be used to analyze data patterns and trends, 
whether stationary, non-stationary or seasonal and the 
hypothesis H0 is taken: non-stationary data and H1: stationary 
data. 

 

 

Fig.  3. Claim Value data visualization graph 

 

2. Autocorrelation Function (ACF) and Partial Autocorrelation 
Function (PACF) Plot Analysis 

ACF and PACF are used to find the next parameters of 
ARIMA. Plot ACF (Autocorrelation Function) to determine the 
q value and PACF (Partial Autocorrelation Function) to 
determine the p value. In Fig.  5 it is known that the pattern 
decreases drastically after lag 1 and then the ACF value moves 
around zero. The appropriate model is MA(0) or the q value is 
0 because it is not significant and there is no oscillation or 
cutting pattern at a certain lag. Because q is not significant, the 
value of q can also be 1. Meanwhile in Fig.  6 also shows a 
drastic decreasing pattern and then the PACF value moves 
around zero. The appropriate model is AR(1) or the p value is 
1 which indicates a strong correlation between the current 
value and the previous value. The parameter p = 1, d = 0 and q 
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= 0 will be used as the first parameter to model ARIMA(1,0,0) 
and the result will be evaluated to find the optimum 
parameters. 

 

Fig.  5. Plot Autocorrelation (ACF) 

F. Evaluation 

After the values p, d, and q are obtained they will be used in 
the ARIMA(1,0,0) model. Based on training data and test data, 
training data from 2020 to 2023 was used and test data was data 
from 2023. The predicted claim value was obtained as in 
TABLE  3 and visualize in Fig.  4. 

Based on the 2023 prediction results, several metrics were 
calculated, namely Root Mean Square Error (RMSE) of 
25,780.71, Mean Absolute Deviation (MAD) of 14,421.89 and 
Mean Absolute Percentage Error (MAPE) of 5,967.27. 

The ACF plot in Fig.  5 shows that the residuals are randomly 

distributed, but there is an autocorrelation value that is outside 

the confidence interval limit (light blue area) at lag 16, which 

shows that the ARIMA(1,0,0) model is too simple, so it is 

necessary to modify the AR value or additional MA value to 

capture autocorrelation at lag 16. 

 

 
 

Fig.  6. Plot Partial Autocorrelation (PACF) 

TABLE  3. The 2023 Claim Fund Prediction with ARIMA(1,0,0) 
Month Claim Forecast 

Jan-23       4,430.84     13,532.02  

Feb-23       5,029.54     13,807.24  

Mar-23       6,899.12     13,871.68  

Apr-23       5,631.00     13,886.77  

May-23       5,284.91     13,890.30  

Jun-23       5,932.37     13,891.13  

Jul-23    12,875.17     13,891.32  

Aug-23    12,543.44     13,891.37  

Sep-23       3,753.78     13,891.38  

Oct-23       1,141.00     13,891.38  

Nov-23    98,159.31     13,891.38  

Dec-23              20.05     13,891.38  

Total 161,700.51 166,227.36 

 

Experiments by changing the AR value or MA value several 

times obtained a fixed accuracy of 76% for predicting the value 

of claims accumulated over an annual period. However, if we 

look at the monthly period, at most 3 months the predicted value 

is close to the actual value as shown in TABLE  4 and Fig.  7 for 

January, February and August. 

 

 

With the same metrics, the ARIMA(3,0,2) model obtains a Root 
Mean Square Error (RMSE) of 25,378.16, Mean Absolute 
Deviation (MAD) of 11,358.37 and Mean Absolute Percentage 
Error (MAPE) of 5,888.64. 

 
TABLE  4. The 2023 Claim Fund Prediction with ARIMA(3,0,2) 

Month Claim Forecast 

Jan-23 4,430.84            5,275.16  

Feb-23 5,029.54            5,796.02  

Mar-23 6,899.12            5,898.88  

Apr-23 5,631.00            8,541.00  

May-23 5,284.91            9,022.58  

Jun-23 5,932.37         11,161.42  

Jul-23 12,875.17         11,169.29  

Aug-23 12,543.44         12,694.75  

Sep-23 3,753.78         12,358.17  

Oct-23 1,141.00         13,477.99  

Nov-23 98,159.31         12,976.87  

Dec-23 20.05         13,851.67  

Total 166,700.51 122,223.80 

 

Fig.  4 Claim and Forecast comparison chart for 2023 with 

ARIMA(1,0,0) 
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Two experiments using ARIMA(1,0,0) and ARIMA(3,0,2) 
showed different prediction results for each month. The 
prediction value for each month in ARIMA(1,0,0) has almost 
the same value overall for 12 months, whereas in 
ARIMA(3,0,2) produces predictions with varying values in 
each month, especially in January, February and August whose 
value is close to the actual value. 

III. DISCUSSION AND RESULTS 

 Based on the Mean Absolute Percentage Error of 
ARIMA(1,0,0) model, a very large value is obtained, showing 
that the RMSE and MAPE values are greater than 50%, which 
means the model is inaccurate, this is due to the claim 
calculation which is calculated per month. However, if claims 
are calculated within 1 year, it can be calculated using TABLE  
3 that the total actual claims in 2023 will be 161,700.51 and the 
total predicted claims in 2023 will be 166,227.36. This shows 
that if the insurance company will reserve funds for annual 
claims, this model can be used well,  not for reserve monthly 
claim funds. The Mean Absolute Deviation (MAD) value of 
14,421.89, compared with the actual average claim in 2023 
which is 13,475.04 only has a difference of 946.85 or 7% also 
shows that this model suitable for predict the annual reserve 
claim funds.  

Experiment by changing the parameters p, d and q becomes 
ARIMA(3,0,2) produce the metrics RMSE, MAD and MAPE 
becomes smaller than ARIMA(1,0,0), that are 25,378.16; 
11,358.37 and 5,888.64 consecutively. This shows that the 
monthly prediction result better, but only for January, February 
and August. The total for one year shows the difference 
between actual and forecast claim is 39,476.71 or 24% deviated 
from the actual claim. Mean Absolute Deviation (MAD) has 
11,358.37 which is deviated from the average actual claim 
13,475.04 is 2,116.68 or 16%. 

IV. CONCLUSION 

Having sufficient claims reserves and predicting them 
accurately is an important step for insurance companies to 
manage their financial obligations, ensure business continuity, 

and fulfill obligations to policyholders. Without adequate 
claims reserves, insurance companies risk facing financial 
difficulties that can harm many parties. 

The Root Mean Square Error (RMSE) and Mean Absolute 
Percentage Error (MAPE) metrics obtained from the 
ARIMA(1,0,0) model are greater than 50%, which means this 
model is not accurate, however, the Mean Absolute Deviation 
(MAD) metric The difference between the actual data was 7%, 
which means the model is very accurate. This contradiction is 
caused by the very fluctuating value of claims, especially in 
2020 where the value was much smaller than the values in other 
years, this is thought to be due to the Covid-19 disaster at that 
time. 

ARIMA(1,0,0) in the data studied shows better performance 
compared to ARIMA(3,0,2) which is shown by a difference of 
3% in ARIMA(1,0,0) and 24% in ARIMA(3,2,0) for the total 
difference between predictions and actual values in one year, 
thus the parameters p = 1, d = 0 and q = 0 are suitable to be 
applied. 

Comprehensively, based on the actual total claims in 2023 
with the predicted total claims in 2023 using training data from 
2020 to 2022, a difference of IDR 4,526.85 (in millions) is 
obtained or only 3% greater than the actual total claims or close 
to 97% accurate. This concludes that this model is suitable to 
be applied to predict the total value of claims annually, not 
monthly. The result of claim prediction value in one periodic 
year can give a favor to the management to make a decision, 
how much the claim funds should be prepared. 
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Abstract— The preservation of traditional batik patterns, often 

transmitted orally and through direct practice across generations, 

faces significant challenges in the modern era. Globalization 

introduces the risk of cultural homogenization, potentially 

diminishing the uniqueness and diversity of these patterns. 

Furthermore, the manual recognition of batik motifs is labor- 

intensive, time-consuming, and requires specialized expertise, 

rendering it unsuitable for large-scale preservation initiatives. 

Consequently, the development of technology-based solutions 

capable of documenting, analyzing, and recognizing batik patterns 

with efficiency and precision is imperative for safeguarding this 

cultural heritage. This study aims to address these challenges by 

developing an automated system for recognizing batik patterns, 

focusing on Javanese batik motifs—Kawung, Megamendung, and 

Parang—which serve as foundational designs for the evolution of 

batik in other regions. The proposed methodology integrates two 

feature extraction techniques, Histogram of Oriented Gradients 

(HOG) and Texture Moments, with the Random Forest machine 

learning algorithm. The research process encompasses four key 

stages: pre-processing, feature extraction, classification, and 

system evaluation, where the accuracy of individual and combined 

feature extraction methods is analyzed. Experimental results 

reveal that the HOG method achieves an accuracy of 78.99%, 

while the Texture Moments method yields 81.88%. Notably, the 

combination of these two methods enhances system performance, 

achieving the highest accuracy of 86.23%, representing a 4.65% 

improvement over the single methods. These findings underscore 

the efficacy of integrating HOG and Texture Moments with the 

Random Forest algorithm for automated batik pattern 

recognition. 

Keywords— Classification, Batik, HOG (Histogram of Oriented 

Gradients), Texture Moments, Random Forest 

I. INTRODUCTION 

Batik is one of Indonesia's cultural heritages, recognized 
globally as a symbol of diversity and the beauty of textile art. 
Each batik pattern carries profound philosophical values, 
reflecting local wisdom and traditions that have evolved over 
centuries [1]. With the advancement of technology, the use of 
computer-based methods has become increasingly important 
for automatically recognizing and classifying batik patterns. 
Image processing technology enables the efficient analysis of 
patterns and textures in batik designs [2, 3]. 

Despite its cultural significance, batik faces several 
challenges in preservation and innovation. One of the main 
challenges in batik image detection is the high complexity of 
patterns and the similarity between motifs, which often leads to 
identification errors. External factors such as variations in 
lighting, image rotation, and scale further complicate accurate 
recognition. According to previous studies [4], conventional 
techniques without specific texture feature extraction methods 
often fail to capture the intricate details of batik patterns. This 
limitation hinders the classification process, reducing the 
efficiency of production in the modern batik industry and the 
digital documentation of batik as cultural heritage. 

To address these challenges, this study focuses on three 
widely recognized motifs: Kawung batik from Surakarta, 
Megamendung batik from Cirebon, and Parang batik from 
Yogyakarta. These motifs not only hold unique philosophical 
values but are also commonly used as foundational designs in 
modern batik creations. The accurate recognition of these 
motifs is critical to supporting their preservation and enabling 
their integration into contemporary batik production. 

In the field of image processing, the Histogram of Oriented 
Gradients (HOG) method has been widely adopted for 
extracting directional and edge-based features from images [5]. 
HOG has demonstrated its effectiveness in detecting texture 
features and patterns in various applications, including batik 
motifs [6]. Additionally, Texture Moments provide 
complementary information by capturing the texture 
distribution and smoothness of patterns [7]. Combining these 
two feature extraction methods can enhance the ability to 
differentiate complex and similar batik patterns [8]. 

For the classification task, the Random Forest (RF) 
algorithm is particularly suitable due to its robustness in 
handling large datasets, managing noisy data, and producing 
high accuracy [9, 10]. Prior studies have shown the success of 
integrating HOG features with Random Forest classification in 
applications such as plant identification, facial recognition, and 
object detection [11]. 

This study aims to combine HOG and Texture Moments as 
feature extraction methods with the Random Forest algorithm 
to classify Indonesian batik patterns. By utilizing a processed 
batik image dataset, the research evaluates the effectiveness of 
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the proposed approach in recognizing batik motifs, particularly 
Kawung, Megamendung, and Parang. The outcomes of this 
study are expected to contribute to the preservation of 
Indonesia’s cultural heritage by providing an efficient, accurate, 
and automated solution for batik pattern recognition. 

 

 

II. RESEARCH METHODOLOGY 

This research is designed to recognize batik types based on 

their motifs. The batik motifs studied are Kawung, 

Megamendung, and Parang. The research is conducted in 

moments. 

a. Texture Moments 

The texture moments used in this study include statistical 
measures such as mean, entropy, standard deviation, 
skewness, and kurtosis, which can be mathematically 
defined as follows: 

• Mean 

In Equation (1), the mean is obtained using xi to calculate 
the pixel intensity values, where N represents the total 
number of pixels in the image. 

several stages. The first stage is pre-processing, which 

simplifies the image to reduce computational costs. The second 

stage involves feature extraction, where two methods are 

 

 
• Entopy 

𝜇 = 
∑ 𝑥𝑖 

𝑁 
(5) 

applied: Histogram of Oriented Gradients (HOG) and texture 

feature extraction using moments. These extracted features are 

then classified using the Random Forest algorithm to identify 

the batik types. The final stage is system testing, where 

evaluation is performed using a confusion matrix. The research 

stages are illustrated in Figure 1. 

In Equation (2), p(xi) represents the probability of the pixel 

intensity xi. 

𝐻 = − ∑ 𝑝(𝑥𝑖)𝑙𝑜𝑔2 𝑝(𝑥𝑖) (6) 

 

• Standard Deviation 

In Equation (3), the standard deviation is calculated based 

on the values of each data point (xi) and the Mean (μ). 

 
 

𝜎 = √
∑(𝑥𝑖 − 𝜇)2 

𝑁 
(7) 

 

• Skewness dan Kurtosis 

Skewness and kurtosis are calculated using standard 

statistical formulas, which measure the asymmetry of the 

distribution in Equation (4) and the sharpness of the 

distribution's peak in Equation (5). 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 = (
𝑥𝑖 − 𝜇

)3 
(8) 

𝜎 

 
 
 
 
 
 
 
 
 
 

 
Fig. 1. Flowchart of the Batik Identification System Accuracy 

 

A. Pre-Processing 

This stage involves cropping and scaling to reduce the 

image size, which helps minimize computational load 

during processing. Once the images are resized uniformly, 

they are converted from RGB to grayscale. 

B. Feature Extraction 

The feature extraction process begins with preparing the 
batik image dataset, consisting of three main motifs: Parang, 

Kawung, and Megamendung. Each batik image is processed 
using two feature extraction methods: HOG and texture 
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𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 = (
𝑥𝑖 − 𝜇

) 4 (9) 
𝜎 

 

b. Histogram of Oriented Gradients (HOG) 
HOG is a highly effective feature extraction method for 
identifying patterns and textures in images. The HOG 
features capture the orientation and gradient magnitude 
information within an image, enabling the system to 
recognize the texture structure of batik images [12, 13, 14]. 
Mathematically, HOG can be explained through the 
following steps: 

• Image Division: The batik image is divided into several 
small grid cells (e.g., 8x8 pixels). 

• Gradient Calculation: For each cell, the magnitude and 
orientation of the gradient are calculated using the Sobel 
operator, where Gx and Gy represent the image gradients 
in the horizontal and vertical directions, respectively. 

−1 0  1 
𝐺𝑥 = [−2 0  2] (1) 

−1 0  1 
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−1  −2  −1 
𝐺𝑦 = [ 0 0 0 ] (2) 

1 2 1 

• Histogram Formation: A gradient direction histogram is 
generated within each cell, indicating the distribution of 
orientation angles across the image. The magnitude and 
orientation are calculated using the following formulas: 

M = |𝐺𝑥| + |𝐺𝑦| (3) 

θ = arctan (
𝐺𝑦

) (4) 
𝐺𝑥 

• HOG Feature Calculation: After obtaining the HOG 
image, statistical values such as mean, standard deviation, 
skewness, and kurtosis are calculated to serve as the 
features derived from HOG. 

C. Random Forest Algorithm 

After the feature extraction process, the next step is the 
classification of batik motifs using the Random Forest (RF) 
algorithm. Random Forest is an ensemble method that uses 
multiple decision trees to classify data [15, 16]. Each decision 
tree in RF is built using a random subset of the training data, 
and the final classification decision is made based on the 
majority decision from all the trees [17, 18]. 

Mathematically, Random Forest can be explained as 
follows: 

1. Decision Tree Formation: Each decision tree is created by 
selecting a random subset of the data and features. 

2. Classification Prediction: For an input image with feature 
x, the following formula is used: 

from three main motifs: Parang, Kawung, and Megamendung. 
A total of 690 images were used in this study, divided into three 
classes: Parang (230 images), Kawung (230 images), and 
Megamendung (230 images), as shown in Figure 2 which 
devide into training data = 184 and testing data = 46. 

 

(a) 
 

(b) 
 

(c) 

Fig. 2. Citra Data (a) Kawung (b) Megamendung (c) Parang 

 

 

A. Pre-prosessing Stage 

The dataset comprises images with varying dimensions, 

necessitating uniformity in size. This stage significantly reduces 

the image dimensions while standardizing them. Each image is 

resized to 244×244 pixels and subsequently converted 

𝑦  = 
1 
∑𝑛 

 

ℎ (𝑥) (10) to grayscale, as illustrated in Fig. 3. The grayscale conversion 

𝑛  𝑖=1  𝑖 

 

This equation illustrates the basic principle of Random Forest 
in making predictions. By using multiple decision trees trained 
on random data subsets, Random Forest generates the final 
prediction by combining (averaging or majority voting) the 
results from all trees in the ensemble. This approach improves 
the accuracy and robustness of the model against overfitting, 
making it suitable for batik image data, which tends to have 
high variation. 

D. System Evaluation 

The classification results from Random Forest will be 
compared with the true class labels to determine the accuracy 
of the results using the following formula: 

 

Accuracy = 
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 

× 100% 
𝑇𝑜𝑡𝑎𝑙 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐷𝑎𝑡𝑎 

 
 

 

III. RESULTS AND DISCUSSION 

The testing conducted in this study involves comparing the 
classification results from Random Forest using texture 
features, HOG, and the combination of both. The batik image 
dataset used in this research was sourced from the website 
https://www.kaggle.com/search?q=batik, with data collected 

is performed to simplify computational complexity and 

optimize processing efficiency. 

 

 

 

 

 

 

 

 

 

(a) (b) 

Fig. 3. (a) Grayscale Citra Batik (b) Nilai Piksel Citra Batik 

 

B. Feature Extraction Stage 

a. Texture Feature Extraction 
Texture feature extraction is calculated on the grayscale 
image. The texture values used are: Mean, Entropy, 
Standard Deviation, Skewness, and Kurtosis, calculated 
using equations (5 - 9). The extracted texture feature values 
are presented in Table 1. 

https://www.kaggle.com/search?q=batik


Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 01, PP 8-14 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2225, Copyright ©2025 
Submitted : December 20, 2024, Revised : January 14, 2025, Accepted : January 21, 2025, Published : January 31, 2025 

12 

 

 

TABLE I. Texture Feature Extraction 
 

FILE_NAME Mean 
Entr 

opy 

Std_ 

Dev 

Skewne 

ss 
Kurtosis Class 

1 (14).png 112.62 6.78 60.17 1.17 -0.21 1 

1 (16).png 125.62 7.23 45.22 -0.26 -1.01 1 

1 (18).png 131.45 7.31 88.05 0.01 -1.78 1 

1 (11).png 66.39 7.38 57.88 1.07 0.26 2 

1 (6).png 128.04 6.97 53.25 0.26 -1.40 2 

10.png 98.41 7.59 53.83 0.44 -0.81 2 

1500016.png 103.47 7.05 93.24 0.65 -1.27 3 

1500023.png 116.08 7.29 68.95 -0.03 116.08 3 

1500028.png 125.87 7.33 45.17 0.21 125.87 3 

The results of this analysis are derived from several batik 
images that have been processed through texture moment 
feature extraction. This extraction process provides a deeper 
insight into the characteristics of the patterns and textures of 
each batik motif, allowing for a better understanding of the 
complexity and variation present in the batik images. Images 
with a high mean brightness, high entropy, large standard 
deviation, as well as skewness and kurtosis indicating sharp 
variations in pixel intensity, generally represent more complex 
and diverse patterns 

b. Histogram of Oriented Gradients (HOG) Feature 
Extraction 

HOG feature extraction begins by calculating the intensity 
changes between adjacent pixels, resulting in two main 
components: magnitude and orientation. Magnitude measures 
the degree of brightness change between pixels, while 
orientation indicates the direction of that change. After 
calculating the magnitude and orientation, the gradient 
orientation values in degrees are obtained and used to compute 
HOG features for the image, such as Mean, Standard 
Deviation, Skewness, and Kurtosis. The method for calculating 
the batik image is demonstrated using an example of a 
grayscale image snippet from the Kawung batik, as shown in 
Fig. 4. 

 

Fig. 4. Grayscale Batik Image 

 

The area within the yellow box is a sub-matrix (kernel) of the 
main image. This sub-matrix is typically selected for local 
operation applications, such as edge detection, using equations 
(1) and (2). This can be seen in Fig. 5. 

 

 

Fig. 5. Convolution Operation 

 

The convolution operation is performed by sliding the 
Sobel kernel over the entire image, involving the multiplication 
of kernel elements with the corresponding sub-matrix pixel 
elements, and then summing the results. Below is the 
calculation for Gx (horizontal direction): 

Matrix (1,1) = (−1×25) + (0×23) + (1×23) + (−2×22) + (0×21) 
+ (2×21) + (−1×20) + (0×20) + (1×20) = -4 

Matrix (1,2) = (−1×23) + (0×23) + (1×24) + (−2×21) + (0×21) 
+ (2×22) + (−1×20) + (0×20) + (1×21) = 4 

….. 

Matrix (1,8) = (−1×22) + (0×21) + (1×21) + (−2×20) 
+ (0×20) + (2×20) + (−1×21) + (0×22) + (1×23) = 1 

…. 

After obtaining the values for Gx and Gy, the next step is to 
compute the magnitude, as seen in equation (3), the orientation 
in equation (4), and the calculation for the orientation angle 

θ′(x, y) for each pixel based on the gradient direction 

θ′(x, y)derived from the orientation values. The degree of 
orientation is calculated using the following formula: 

θ′(x, y) = {
θ(x, y) + 180 , jika θ (x, y) < 0 

θ (x, y), jika θ (x, y) ≥ 0 

 
This formula ensures that all gradient orientation values fall 

within the range of 0° to 180° (for unsigned gradients). If θ′(x, 
y) is negative, 180 is added to convert it to a positive value. If 

θ′(x, y)) is already positive, no change is made to the orientation 
value, as presented in Table II. 

 

TABLE II.  Degree Orientation Results 

99 108 112 108 84 59 45 

72 56 45 63 69 108 156 

75 84 77 61 81 130 144 

70 88 0 63 153 8 0 
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99 108 112 108 84 59 45 

This gradient orientation represents the direction of pixel 
intensity changes in an image, with higher values indicating 
sharp changes and lower values reflecting smooth transitions. 
The process of converting negative values into positive ones is 
done by adding 180°, ensuring all orientations fall within the 0° 
to 180° range. 

Higher orientation values, such as 153° and 156°, indicate 
patterns with fine details or sharp transitions, while lower 
values, such as 45° and 56°, signify more regular textures. 
Gradient orientation plays a crucial role in detecting different 
batik patterns or textures, assisting in distinguishing between 
complex and simple motifs. Images with sharp gradients tend 
to have more intricate patterns, while low gradients indicate 
simpler patterns. 

After obtaining the values for the Orientation Angle, the next 
step is to calculate the HOG features, which include Mean, 
Standard Deviation, Skewness, and Kurtosis, as outlined in 
equations (5), (7), (8), and (9). 

TABLE III. HOG Feature Extraction 
 

FILE_NAME 
HOG 
Mean 

HOG 
Std Dev 

HOG 
Skewness 

HOG 
Kurtosis Class 

1 (14).png 0.12 0.11 0.81 2.37 1 

1 (16).png 0.14 0.08 0.34 1.97 1 

1 (18).png 0.12 0.10 0.79 2.63 1 

1 (11).png 0.11 0.12 0.88 2.40 2 

1 (6).png 0.11 0.12 0.89 2.49 2 

10.png 0.12 0.11 0.60 1.94 2 

1500016.png 0.14 0.07 -0.07 2.15 3 

1500023.png 0.12 0.11 0.38 1.59 3 

1500028.png 0.14 0.09 0.18 1.78 3 

Table III shows the results of HOG feature extraction, 
including Mean, Standard Deviation, Skewness, and Kurtosis 
of the batik images. The HOG Mean values range from 0.11 to 
0.14, reflecting the average gradient intensity in the images, 
while the Standard Deviation indicates the variation in gradient 
distribution, ranging from 0.07 to 0.12. Skewness and Kurtosis 
reveal how the gradient distribution is skewed and sharp; most 
images have positive skewness, indicating a dominance of 
gradients in a specific direction, and high kurtosis, indicating a 
more concentrated gradient distribution. 

The results indicate challenges in establishing direct 
thresholds between classes due to overlapping feature values 
across different classes, such as Mean, Standard Deviation, 
Skewness, and Kurtosis. To address this limitation, the Random 
Forest algorithm employs a decision tree approach that uses the 
average (mean) value of each class as the root of the decision 
tree. 

This approach enables the algorithm to perform classification 
decisions in a more structured and balanced manner, effectively 
accommodating variations in feature values between classes. 
By using the mean value as the foundation for tree construction, 
Random Forest optimizes the classification process, even when 
direct thresholds between classes are difficult to determine. 

C. Random Forest Algorithm Classification Stage 

Next, classification is performed using the Random Forest 
method to determine the correct and incorrect predictions as 
well as the precision [17]. In this stage, decision trees are 
created as follows: 

a. Create thresholds based on the average of each feature 
value. If the value of a feature is lower than the average, it 
is categorized as "low," and if it is higher than the average, 
it is categorized as "high." 

b. Performing the decision tree construction process to map 
classification results into more structured decisions. Each 
tree in the Random Forest performs classification and 
produces a class prediction. 

The predictions from all trees are then aggregated through a 
voting process, where the class with the highest number of 
predictions is selected as the final classification result [18]. This 
approach ensures that Random Forest can overcome the 
limitations of directly determining thresholds between classes 
while improving classification accuracy through the combined 
decisions of multiple trees. 

Fig. 6 illustrate the results of the Random Forest construction. 
 

(a) 
 

(b) 

Fig. 6. (a) Random Forest Results for Grayscale Image (b) Random Forest 

Results for HOG Image 



Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 01, PP 8-14 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2225, Copyright ©2025 
Submitted : December 20, 2024, Revised : January 14, 2025, Accepted : January 21, 2025, Published : January 31, 2025 

14 

 

 

Since each class consists of three images, accuracy is calculated 

based on the number of correct predictions (high samples) for 

each class. A prediction is considered correct if the number 3 

appears in the image, representing the number of samples in 

each class. This strategy helps evaluate the accuracy of the 

Random Forest algorithm in classifying batik images in a more 

systematic manner as shown in Table. 

TABLE IV. Random Forest (RF) Results 
 

No. NAMA_FILE Class RF Predict 

1 1 (14).png 1 1 

2 1 (16).png 1 1 

3 1 (18).png 1 1 

1 1 (11).png 2 2 

2 1 (6).png 2 2 

3 10.png 2 2 

1 1500016.png 3 3 

2 1500023.png 3 3 

3 1500028.png 3 3 

D. System Evaluation Stage 

The system evaluation is performed by calculating the number 

of test data correctly classified. based on the feature extraction 

values from Texture, HOG, and their combination. Table V 

shows the accuracy results for each experiment. 

TABLE V. System Accuracy Results 
 

Feature Extraction 
Correct 

Prediction 
Incorrect 
Prediction 

Accuracy 

Texture (Moment) 113 25 81,88% 

HOG 109 29 78,99% 

Combined 119 19 86,23% 

Based on the feature extraction methods using Texture 

(Moment), HOG, and their combination with Random Forest 

classification, the system's performance yields the following 

results: 

The system using Texture (Moment) feature extraction 

achieved an accuracy of 81.88%. Although this method is 

capable of capturing texture information, its effectiveness is 

limited in identifying more complex batik patterns, which 

restricts its classification performance. The system with HOG 

feature extraction produced a higher accuracy of 78,99%. HOG 

excels at capturing gradients and orientations, which are crucial 

for recognizing patterns and contours in batik motifs. 

Additionally, HOG is more effective in handling sharper and 

clearer texture variations in batik images. 

The combination of Texture (Moment) and HOG achieved 

the highest accuracy of 86.23%. This result demonstrates that 

combining the two methods significantly enhances 

classification accuracy. The combination leverages the 

strengths of both methods: Texture (Moment) captures fine 

pattern details, while HOG captures gradient orientations. 

In addition to calculating the accuracy on the test data, this 

study also calculates the precision value of each class as 

presented in table VI. precision calculations are calculated as in 

the accuracy calculation but are carried out on each class of 

training data images. 

TABLE VI. Precision Results 
 

Class 
Correct 

Prediction 

Incorrect 

Prediction 
Precision 

1 41 5 89,13% 

2 44 2 95,65% 

3 33 13 71,74% 

 

The table V presents the classification results for three batik 

image classes: class 1 (kawung batik image), class 2 

(megamendung batik image), and class 3 (parang batik image). 

The "Class" column identifies the image categories, while the 

"Correct Predictions" and "Incorrect Predictions" columns 

record the number of correct and incorrect classifications. 

Precision is calculated by dividing the number of correct 

predictions by the total predictions for each class. Class 2 

achieved the highest precision at 95.65%, indicating the most 

accurate classification. Class 1 recorded a precision of 89.13%, 

which is also relatively high. Class 3 had a lower precision of 

71.74%, indicating a higher rate of misclassification. Overall, 

the system performed best on class 2 and worst on class 3. 

And here are the results of the confusion matrix: 
 

Fig. 7. (a) Confusion Matrix 

 

The confusion matrix in the image above illustrates the model's 

performance in classifying three batik motifs: (1) Kawung, (2) 

Megamendung, and (3) Parang. The Kawung class has 41 data 

points correctly classified, but 1 data point was misclassified as 

Megamendung, and 4 data points were misclassified as Parang. 

The Megamendung class demonstrates the best performance 

with 44 data points correctly classified, while only 2 data points 

were misclassified as Parang, and none were misclassified as 
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Kawung. On the other hand, the Parang class has 33 data points 

correctly classified, but 6 data points were misclassified as 

Kawung, and 7 were misclassified as Megamendung. Overall, 

the model is more accurate in recognizing the Megamendung 

class compared to the others; however, there are still notable 

misclassifications, especially in the Parang class. 

 

 

IV. CONCLUSION 

The conclusions of this study indicate that the combination 
of HOG and texture moment feature extraction, followed by 
classification using the Random Forest algorithm, can deliver 
good results in recognizing Indonesian batik motifs. In the test 
results, the HOG method achieved an accuracy of 78.99%, 
while the Texture Moment method reached an accuracy of 
81.88%. The combination of both feature extraction methods 
improved the system performance, achieving the highest 
accuracy of 86.23%, an increase of 4.65% compared to the 
texture method and an 8% improvement over the HOG feature 
extraction method. This demonstrates that both texture feature 
extraction and HOG can effectively recognize Batik motifs such 
as Parang, Kawung, and Megamendung. 

V. SUGGESTIONS FOR DEVELOPMENT 

The research results provide quite high accuracy with an 
accuracy of 86.23%. However, this accuracy can be improved 
by eliminating the resizing step which can result in loss of 
object details. In addition, other developments that can be done 
are by extracting features with other methods such as Local 
Binary Pattern (LBP), Gabor filter, Wavelet and so on which 
are texture-based. Research in Batik recognition is still wide 
open because of the many types of batik that exist both in 
Indonesia and abroad. This provides challenges for the future, 
especially in the field of image processing and computer vision. 
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Abstract— This study focuses on the utilization of clustering 

models to group manuscript images from the OKU Timur region 

based on specific characteristics. OKU Timur is rich in cultural 

heritage, including a unique writing system known as the OKU 

Timur script. The development of intelligent systems technology 

can be employed to recognize the OKU Timur script. For this 

purpose, a dataset of OKU Timur script is needed, which will later 

be used for classifying script images. One of the challenges in 

preparing the dataset is grouping a large number of script image 

samples according to the number of characters. A proposed 

solution in this research is to automatically group script images by 

applying the K-Means algorithm.  The dataset comprises 2,280 

images, representing 19 characters and 228 variations with 

different diacritics. Features are extracted using the VGG16 

model, which are then clustered with the K-Means algorithm. 

Clustering performance is evaluated based on the percentage of 

correctly grouped characters. For 19 groups (character count), the 

model achieves an accuracy of 82.6%. For 228 groups (variations 

and diacritics), it correctly groups 48.16% of characters. Despite 

the challenges, the results demonstrate the model’s potential for 

further refinement. This study’s contribution lies in introducing 

an efficient clustering approach for cultural manuscripts, 

supporting digital preservation, and advancing automatic 

recognition of the OKU Timur script. These efforts aim to 

preserve the script for future generations. 

Keywords— OKU Timur Script, Clustering, K-Means, VGG16 

Model, Manuscript Images 

I. INTRODUCTION 

OKU Timur Regency is located in South Sumatra Province 
and borders Ogan Ilir Regency, Ogan Komering Ulu Regency, 
South Ogan Komering Ulu Regency, and Lampung Province. 
This area is rich in historical sites, one of which is Aksara, 
which refers to letters or symbols that function as symbols of 
sound (phonemes) [1]. Aksara is also known as a “writing 
system.” Over time, aksara has developed into a visual symbol 
system that appears on various media, such as paper, stone, 
trees, wood, or cloth, to convey elements of expression of a 
language [2]. Currently, the development of information 
technology is rapid and covers many aspects of life. This 
progress has led to the availability of extensive and diverse data, 
covering industries, the economy, science, technology, and 
various other fields [3]. The OKU Timur Script is an integral 
part of a unique cultural heritage, reflecting the identity and 

history of the people in the area.  

Like many other ancient writing systems, the OKU Timur 
script holds significant cultural and historical value [4], [5]. The 
digital preservation of OKU Timur script is very important for 
several reasons. First, digitization allows wider access for 
future generations to learn and understand these characters, 
which may no longer be actively used in everyday 
communication [6], [7]. Second, by preserving the script in 
digital format, we can protect knowledge and culture that may 
be lost over time, especially as the number of speakers and 
active users of the script decreases [8]. 

In an effort to preserve the OKU Timur script, it is necessary 
to create intelligent applications that can automatically 
recognize the script, similar to those that researchers have 
previously developed for other types of scripts. [9], [10]. The 
initial effort to develop intelligent applications requires a 
dataset to train the model to recognize variants of the script. A 
specific challenge in preparing a large-scale dataset is the labor-
intensive and error-prone process of manually sorting 
thousands of example images [11], [12]. To address this, the 
dataset preparation can be assisted by utilizing clustering 
algorithms that can automatically group character images into 
sets based on similarities [13]. In this context, clustering—
through techniques such as the K-Means algorithm—plays an 
important role in the preservation process [14], [15]. Clustering 
provides a systematic way to organize and group images of 
OKU Timur script characters. By grouping characters based on 
visual similarities, we can identify and categorize characters 
more efficiently. 

Clustering is the process of grouping data into various 
clusters where similar objects are placed in one cluster, while 
dissimilar objects are placed in different clusters [16]. Each 
cluster contains data that is as similar as possible to each other, 
and the degree of similarity is usually measured based on 
distance. Therefore, each object in one cluster must have similar 
characteristics, while objects in other clusters must have 
different characteristics. The goal  of this clustering process is 
to organize the data into several groups, so that similar data is 
placed in one group while different data is placed in another 
group [17]. The basis of the clustering concept is to group a 
number of objects into clusters, with the aim of forming groups 
that have high similarity among the objects within them and 
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significant differences from the objects in other groups [18]. 

The effectiveness of the K-Means algorithm in clustering 
characters, as demonstrated in several previous studies, has 
inspired researchers to adopt this approach. For instance, the K-
Means algorithm has been used to cluster Javanese script 
images [15], K-Means and spectral clustering for grouping Odia 
character images [19], clustering handwritten Indic scripts [14], 
and hierarchical K-Means for clustering Balinese script images 
[20]. Moreover, the K-Means algorithm is highly popular due 
to its ability to quickly cluster large amounts of data, including 
outliers [21], [22]. It also has relatively low computational 
complexity, making it efficient for application to large datasets 
[23], [24]. In this study, the researchers use the K-Means 
algorithm with a feature extraction process utilizing the VGG 
model. 

The novelty of this research lies in the fact that there has 
been no prior study specifically focusing on the development of 
a clustering model for OKU Timur script images. The absence 
of prior research presents a unique challenge in finding suitable 
information for the development of this model. The 
development of this clustering model is necessary to make the 
system more efficient and accurate in grouping OKU Timur 
script images and to preserve the digital culture of using the 
OKU Timur script for future generations. Based on the existing 
issues, the researcher is conducting a study titled “Clustering 
OKU Timur script images using VGG feature extraction and K-
Means” 

II. RESEARCH METHODOLOGY 

    In the development of the clustering model for OKU 
Timur script images, this can be illustrated in the flowchart in 
Figure 1. The stages involve data collection, preprocessing, 
feature extraction, clustering model training, and evaluation of 
clustering results. 

 

Figure 1. Flowchart 

A. Data Collection 

The data on the OKU Timur script was obtained from the 

Traditional Leader and Script Expert of OKU Timur. The data 

collection was previously conducted by another team from the 

ISRG (Intelligent System Research Group), and after the data 

was collected, there were 228 characters of the OKU Timur 

script. Before performing clustering, several processes must be 

carried out, such as preprocessing. At this stage, the data 

collection process for the OKU Timur script has involved local 

traditional leaders and script experts, covering information 

about the usage and characteristics of the script. Previously, the 

ISRG (Intelligent System Research Group) team had collected 

preliminary data regarding the OKU Timur script, including its 

use in cultural contexts and technical aspects. 

 

 
Figure 2. Example filled Questionnaire for the OKU Timur Script 

Additional data from the traditional leaders and script 

experts aims to deepen the existing understanding. The obtained 

data is then processed into a questionnaire to be distributed to 

respondents. The image below is an example of the OKU Timur 

script questionnaire that will be filled out by respondents, 

consisting of 12 punctuation marks of the OKU Timur script. 

After being filled out by the respondents, the questionnaire 

aims to identify the uniqueness of each respondent's writing. 

This questionnaire contains 228 characters of the OKU Timur 

script and was completed by 102 respondents. Figure 2 is an 

example of the filled questionnaire from the respondent. 

B. Preprocessing 

In the preprocessing stage conducted on the raw data, the 

goal is to improve data quality so that clustering can be 

performed more effectively and yield good groups. The 

processes involved include downloading and extracting data, 

then saving, printing the path to the directory, and organizing, 

checking, and processing the list of image files to prepare them 

for the K-Means model training. Preprocessing is an important 

step in data clustering. In this study, 10 sample questionnaire 

forms were used, with a total of 228 character image types, 

resulting in a total of 2280 images collected. The number of 

images taken was then inputted as 2280 images. This process is 

conducted to prepare the data for use by the model. Several 

stages are performed during preprocessing, including: data 
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downloading and extraction zip data. 

This research begins by downloading data files from an 

external URL using the ‘wget’ command. This command 

allows the system to automatically download files from the 

internet and save them in a specified location; in this case, the 

downloaded file is aksara_okut.zip 

Next, the file extraction process is carried out using the 

zipfile module in Python. This module is used to read and 

extract content from ZIP files. The extraction process involves 

opening the downloaded file, after which all contents are 

extracted to a specified directory ('/content/'). After that, to 

ensure the extraction is successful, the program will display a 

list of files extracted from that folder. 

C. Feature Extraction using VGG16 model 

To transform raw image data into a more manageable and 

informative format, which facilitates effective clustering and 

analysis, feature extraction is performed. Feature extraction 

plays a critical role in the process of image clustering because 

it can reduce dimensions. Raw image data is typically high-

dimensional and complex, making it difficult to process 

directly. Feature extraction reduces the dimensionality by 

transforming images into a lower-dimensional space while 

retaining important information. This simplifies the clustering 

process and can improve clustering performance. Effective 

feature extraction enhances the quality of clusters formed by 

algorithms like K-Means [25]. 

In feature extraction, a pre-trained VGG16 model trained on 

the ImageNet dataset will be used. VGG is a convolutional 

neural network model for image recognition proposed by the 

Visual Geometry Group at the University of Oxford, where 

VGG16 refers to a VGG model with 16 weight layers [26]. On 

the VGG16 model but with the final layer (the classification 

layer) removed. Instead of utilizing the final fully connected 

layers for classification, features are extracted from one of the 

last convolutional layers (typically one of the layers before the 

global average pooling layer). The output from this layer is a 

high-level representation of the image features in a lower-

dimensional space.  

For more details on the feature extraction process, refer to 

Figure 3. The workflow begins with importing the necessary 

libraries, specifically Keras, particularly 

keras.applications.vgg16, along with any other required 

libraries. The next step is importing modules for using the 

VGG16 model. 

 
model = VGG16(weights='imagenet', include_top=False) 
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Figure 3. Workflow for feature extraction using the VGG16 model. 

 

At this stage, the task is to create the VGG16 model without 

the final classification layer, so it can be used for feature 

extraction from images, such as clustering. In this process, there 

will be no output displayed because the VGG16 model here 

serves only as an additional feature to ensure the code runs 

smoothly without errors.  

The next step involves preprocessing all files in the 

directory to change the file dimensions to match the input 

dimensions of the VGG16 model. Then, all images have their 

features extracted and stored in a flattened feature list until all 

images have been processed. The final result of this feature 

extraction process produces images with smaller sizes and 

dimensions corresponding to the feature extraction that was 

performed. 

D. K-Means Clustering 

Next, the stage of determining the number of clusters is 

conducted, as the researchers identified approximately 19 base 

characters of the OKU Timur script. Each character has 12 

variants diacritics, resulting in a total of 228-character variants. 

Therefore, in the clustering, two types of cluster numbers are 

used: 19 and 228. These numbers are based on the number of 

base characters and the variant characters based on the variants.  

After the data undergoes feature extraction using the 

VGG16 model, the clustering process is then performed using 

K-Means. 

 
# Variables 

number_clusters = 228 

 

# Clustering 

kmeans = KMeans(n_clusters=number_clusters, 

random_state=0).fit(np.array(featurelist)) 

 

The model suitable for clustering the OKU Timur script 

images is K-Means because it is simple, fast, efficient, and 

flexible in determining the number of clusters [21], [22]. In the 

Clustering Model Training, a K-Means model is created with 

the number of clusters specified by 'number_cluster' and 

'random_state=0' for consistent results. The K-Means model is 

then trained on the image features stored in 'featurelist', which 

have been converted into a NumPy array. The purpose of this is 

to group images based on character similarity into the 

predetermined clusters. 

E. Evaluating Clustering Result 

To evaluate the clustering results, two approaches are used: 
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Check Cluster Consistency and Calinski-Harabasz Index.  

Check Cluster Consistency: Review sample images from each 

cluster to ensure they are meaningful and consistent [27].  The 

main objective of this clustering process is to automatically 

group similar characters, so it is necessary to evaluate the 

homogeneity of the resulting clusters. To assess this, we 

calculate how many instances of the same character are 

correctly grouped together. An analysis is conducted to 

determine whether an ideal cluster should consist of a single 

character. If multiple characters are observed within a single 

cluster, it will be labeled as a cluster with the largest number of 

character variants or the major cluster. Other characters that fall 

into this cluster are considered misclassified characters. The 

final result will show the total number of character images that 

are accurately clustered compared to the total number of image 

data overall. 

Calinski-Harabasz Index (CHI), also known as the Variance 

Ratio Criterion, is used to assess the quality of the cluster 

partitioning generated by the clustering algorithm [28]. This 

index is calculated by comparing the intra-cluster variance and 

the inter-cluster variance. The steps to calculate the Calinski-

Harabasz Index are presented in equation (1). 

 

[CHI =
𝐵𝑘/(𝑘−1)

𝑊𝑘/(𝑛−𝑘)
]    (1) 

where: 

• (𝐵𝑘) = between-cluster variance 

• (𝑊𝑘) = within-cluster variance 

• (𝑘) = Number of clusters 

• (𝑛) = Total number of objects/data 

 

This stage involves analyzing the clustering results, 

observing how the data is grouped, and using the resulting 

dataset to train deep learning and transfer learning models for 

classifying the OKU Timur script images. 

III. RESULT AND DISCUSSION 

Figure 4 shows a visualization of how the image data 

consisting of 2,280 images undergoes feature extraction using 

the VGG16 model. The output from the feature extraction 

process comes from the last convolutional layer, resulting in an 

output tensor of size (7, 7, 512) for input images sized 224x224. 

The extracted feature tensors are then grouped using the K-

Means method for the number of clusters = 19 and the number 

of clusters = 228. 

 

 
Figure 4. Image Feature extraction process and clustering image results with K-Means 

 

A. Clustering Result 

After performing clustering, the next step is to examine the 

results. The visual representation of images in each cluster 

provides strong visual confirmation of how these images are 

grouped by the model. This can help in understanding and 

validating whether the clustering has successfully separated the 

characters of the OKU Timur script into the predetermined 

groups. The clustering results for 19 clusters are presented in 

Table 1, while the clustering results for the number of classes = 

228 are presented in Table 2. 

 

 

TABLE I. CLUSTERING RESULTS UNTUK NUMBER CLUSTER= 9 

 

Label 

cluste

r 

Number 

of 

images 

Mayor 

Images 

Number 

of Major 

Images 

Percentage 

of Major 

Class 

Mis-

Cluster 

0 115 S 115 100% - 

1 182 R 130 71.4% L, Ny, A 

2 111 W 111 100% - 

3 211 J 116 55% N, W, K 

4 117 Ny 117 100% - 

5 109 Ng 109 100% - 

6 68 G 68 100% - 

7 112 L 112 100% - 

8 172 P 92 53.5% L, R, Y, H 

9 106 D 106 100% - 
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10 121 Y 104 86% B, P, M 

11 121 M 109 90% P, Ny 

12 140 B 113 80.71% H, L, N, P 

13 51 C 51 100% - 

14 138 K 92 66.7% N, L 

15 100 A 92 92% L, Y 

16 70 C 70 100% - 

17 119 H 64 53.8% N, G, Ng 

18 117 T 112 95.7% D, J, Ng 

Total 2280  1883   
 

The description of the table 1, 2 are as follows : 

• Class Label is the name of the folder representing the class. 

• Number of Images is the total number of sample images 

available in each class category for model testing. 

• Major refers to the typeface and punctuation in each class. 

• Number of Major Images is the highest number of images 

owned by a single class in the directory. 

• Percentage of Major Class is the proportion of the number 

of images in the majority class to the total number of 

images across all classes, expressed as a percentage. 

• Mis-cluster refers to the grouping error where an item is 

placed in the wrong group. 

 

In the process of clustering using the entire dataset, which 

consists of 2,280 images, no data partitioning is performed. 

This is because in clustering, the concept of separation between 

training, validation, and testing, as used in supervised learning 

models, is not implemented in the same way. Clustering is an 

unsupervised learning method, where no labels are used to 

provide context to the data. Therefore, traditional partitioning 

is not necessary [29]. 

For cluster consistency with the number of clusters = 19 

(Table 1, table 3), it can be seen that the clustering model 

accurately grouped 1,883 images, which represents the number 

of major characters in one cluster. Major images represent those 

that are accurately clustered. Overall, the clustering model 

achieved an accuracy of 82.6% in grouping the images. Upon 

closer inspection, there are 3 fundamental OKU Timur 

characters with significant grouping errors of less than 60%, 

namely characters J, P, and H. On the other hand, the clustering 

results with the number of clusters = 228 show a consistency 

value of 48.16% (table 3) for grouping images of the same 

character into the same cluster. 
TABLE II. CLUSTERING RESULTS UNTUK NUMBER CLUSTER= 228 

 

Label 

cluster 

Num. of 

images 

Mayor 

Images 

Num. of 

Major 

Images 

%of 

Major 

Class Mis-Cluster 

0 26 Bang 16 61.5% Rang, Ri 

1 13 Hu 6 46.2% Ha 

2 5 Ngah 2 40% Ngai, Ngau 

3 6 Rai 2 33.3% R, Ran 

4 19 Wa 6 31.6% Wi, War 

5 21 Yu 10 47.6% Ya, Yi, Yan 

6 25 Ai 15 60% Ao, An 

7 9 Nyan 5 55.6% Nyu, Nyar 

8 5 Ng 3 60% Ngan, Ngah 

9 10 Jau 6 60% Jan, Jar 

10 8 Dan 3 37.5% Do, Dau 

11 9 Di 5 55.6% Dah, Da 

12 2 Car 1 50% Co 

13 11 P 8 72.7% Pan 

14 7 J 5 71.4% Nyan 

15 20 Lau 10 50% Le, Lo 

16 15 Ki 8 53.3% Kar, Ka 

17 34 Gi 9 26.5% Gah, Gan 

18 12 Ngar 7 58.3% Ngang, Ngi 

19 16 Pang 7 43.8% Par, Pa, Po 

20 8 T 4 50% 

Ta, Tar, 

Tang 

21 8 H 8 100% - 

22 6 Ro 4 66.7% Re, Rar 

23 13 Car 5 38.5% 

Cang, C, 

Can 

24 3 D 2 66.7 Dah 

25 20 L 8 40% La, Lar, Lan 

26 14 A 7 50% Ah, Ar 

27 7 Sai 3 42.9% Sah, Sau 

28 3 Ngai 2 66.7% Ngan 

29 9 Ngang 4 44.4% 

Ngan, Ngah, 

Nga 

30 2 Ta 1 50% Tan 

31 16 Kai 6 37.5% 

Kan, Ka, K, 

Ke 

32 10 Rau 6 60% Ro, Rah 

33 17 Ng 7 41.2% 

Ng, Ngau, 

Ngah 

34 9 G 3 33.3% 

Gah, Gang, 

Gu 

35 23 Jai 7 30.4% Jah, J, Jang 

36 5 D 3 60% Da, Dah 

37 21 Y 7 33.3% 

Ya, Yah, 

Yan 

38 13 Mau 5 38.5% Ma, Mah 

39 4 Ca 2 50% Cau, Cu 

… … … … … … 

… … … … … … 

220 19 Wang 6 31.6% 

Wa, Wah, 

War 

221 1 An 1 100% - 

222 6 Ja 3 50% Jan, Jang, Je 

223 1 War 1 100% - 

224 10 Nyan 5 50% 

Ny, Nyai, 

Nyang 

225 11 Do 6 54.5% Da, Dar, De 

226 10 Hai 6 60% 

Han, Hau, 

Ha 

227 6 Nye 3 50% 

Nya, Nyah, 

Nyai 

Total 2280  1098   
 

B. Evaluation and Discussion 

Table 3 shows a summary of the performance metrics from 

the image clustering process. For the consistency results, it can 

be observed that the number of character variations and the 

variation of characters in 228 clusters makes the clustering 

process challenging. Similarly, for the values of the Calinski-

Harabasz Index (CHI), which indicate the quality of the cluster 

separation produced by the clustering model. For a CHI of 

39.85 for 19 clusters, it indicates that with 19 clusters, the model 

produces a fairly good separation. A higher value suggests that 

the between-cluster variance is relatively large compared to the 

within-cluster variance, meaning the formed clusters are well-

defined and separated. On the other hand, a CHI of 7.28 for 228 

clusters is lower compared to the value for 19 clusters. This may 

indicate that with more clusters (228), the separation between 
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clusters becomes less clear, or that the clusters become too 

small, which can lead to redundancy or similarity between 

clusters. In general, a higher CHI value indicates better cluster 

quality. In this case, the model with 19 clusters appears to 

produce better separation compared to the model with 228 

clusters     
TABLE III. PERFORMANCE METRICS OF THE CLUSTERING RESULTS FOR 

OKU TIMUR SCRIPT 

Number of cluster Consistency CHI 

19 82.6% 39.85 

228 48.16% 7.28 

 

Several factors contribute to the significant errors in the 

clustering process in the context of clustering OKU Timur 

scripts, including the similarity in character shapes, particularly 

diacritics., which makes it difficult for the model to accurately 

cluster the glyph images (see example in Figure 5). 

Additionally, another factor is issues with the character's 

appearance that reduce the clarity of the letters in the writing. 

Furthermore, the quality of the images produced by the 

respondents is still lacking.  

 
Figure 5. Examples of variant diacritic in OKU Timur script 

Handling data quality is crucial for effective clustering and 

accurate results, particularly in tasks like clustering scripts or 

character recognition. To improve image data quality, several 

strategies can be employed for the development of future 

research. Data preprocessing techniques such as noise reduction 

using Gaussian or median filters can enhance clarity, while 

normalization of pixel values ensures uniform intensity. 

Resizing images to a fixed dimension is also important for 

consistency. Image enhancement methods, including contrast 

adjustment and binarization, can make characters more 

discernible, and sharpening techniques can enhance edge 

visibility. Additionally, data augmentation through 

transformations like rotation and scaling can create variations 

that help the model generalize better despite poor quality. 

Automated quality assessments and manual reviews can filter 

out low-quality images before clustering. Utilizing pre-trained 

models through transfer learning can adapt to varying image 

qualities, and ensuring high-quality image capture in future data 

collection is vital. Finally, outlier removal after initial 

clustering can mitigate the skewing effects of significantly 

different images. By implementing these strategies, the impact 

of poor image quality can be minimized, enhancing the 

effectiveness of clustering algorithms and leading to more 

accurate and meaningful results. 

The main contribution of this research is the digital 

preservation of the OKU Timur script and the development of 

an automatic recognition system that can facilitate access and 

usage of the script in the future. This research paves the way for 

further studies in image processing and character recognition, 

which are crucial in preserving cultural heritage. As a 

recommendation, future research could explore alternative 

algorithms such as DBSCAN and Agglomerative Clustering, 

which may be more effective in handling irregular data 

distributions. Additionally, the use of optimization methods 

such as Grid Search or Random Search can help in determining 

better parameters for the clustering model. 

To speed up processing time, the implementation of parallel 

processing or the use of GPUs can be a concrete solution. By 

leveraging this technology, it is expected that the time required 

to train the model and analyze the results can be minimized, 

allowing for the processing of larger and more complex datasets 

with greater efficiency. Overall, this research provides a strong 

foundation for further development in the automatic recognition 

of local cultural scripts and demonstrates the importance of 

technology in effectively preserving cultural heritage. 

However, the challenges faced in clustering character 

images are quite complex, including variations in image 

quality, differences in writing styles, and the complexity of the 

character forms themselves. These uncertainties and variations 

can cause difficulties in the clustering process, where characters 

that appear similar may be expressed incorrectly, and vice 

versa. Therefore, an effective clustering development model not 

only helps in organizing data but also contributes to the digital 

preservation efforts of OKU Timur script. In this way, 

clustering serves not only as a technical tool but also as a link 

between technology and cultural preservation, ensuring that this 

heritage remains alive and accessible to future generations. 

IV. CONCLUSION 

This research successfully implemented a clustering model 

to group OKU Timur script images using feature extraction 

from the VGG16 model and the K-Means algorithm. The test 

results indicated that the model could group the majority of 

images with satisfactory accuracy, achieving 82.6% 

consistency in grouping major characters with 19 clusters. 

Evaluation metrics such as the Calinski-Harabasz Index 

provided insights into the quality of the cluster separation 

produced. However, challenges arose due to the similarity in 

character shapes and suboptimal image quality, leading to 

misclassification of some characters. Improvement strategies, 

such as applying image enhancement techniques and data 

augmentation, could be implemented to enhance future results. 

This research makes a significant contribution to the fields of 

image processing and character recognition, while also opening 

up opportunities for further studies to develop more effective 

and accurate clustering methods. 
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Abstract— Pollution of air, particularly in cities, is becoming 

an issue to be taken seriously owing to the health and 

environmental risks associated with it, and the major contributor 

to air pollution is car emissions. The objective of the study is to 

identify and classify vehicles such as motorbikes, cars, buses, 

trucks in order to monitor live traffic and potentially determine 

the extent to which the pollution level elevates, utilizing the 

YOLOv9 model. Traffic CCTV camera footage was gathered 

under a wide range of circumstances including different lighting 

and varying traffic intensity. Folders were particularly structured 

and images annotated, in the manner, which served the purpose of 

meeting the requirements of the YOLO structure. Once it was 

trained with a labeled dataset, the vehicle identification by 

YOLOv9 model was found to be quite satisfactory. Overall vehicle 

identification accuracy was calculated to be mAP50:95 of 0.826. In 

contrast, it had a harder time with smaller items like motorcycles, 

with a mAP50:95 of 0.682. Findings indicate that larger items were 

detected more than smaller items. Camera angles and the small 

size of the objects often make small objects appear to blend in to 

the background. This research indicates that AI can be of help 

when dealing with the urban structure. It offers a way of 

measuring traffic volume to predict the amount of CO emissions 

that can be avoided or controlled. The rest are keen in enhancing 

the effectiveness of recognizing small objects within the system and 

deploying it in multiple settings. 

Keywords— Air pollution, carbon monoxide, computer vision, 

object detection, yolov9 

I. INTRODUCTION 

Pollution is an issue of significant scientific concern due to 
its inherent negative health and environmental impacts [1]. In 
residential areas, pollution levels are closely linked to traffic 
patterns. Some pollutants are directly linked to vehicular traffic 
density [2]. More recent studies show an exponential increase 
in registered and traveled vehicles in residential areas [3]. In 
such a scenario of mixed development and environmental 
degradation, the need of the hour is to address these concerns 
using a positive approach. One such positive approach is to 
neutralize the traffic-related pollution to the best feasible. 

Air pollution is regarded as one of the main environmental 
threats. The negative impacts of pollution are multifaceted, 
encompassing ecosystems, health, agricultural productivity, 
educational attainment, and worker productivity [4]. In many 
situations, transport significantly contributes to air pollution 
through vehicle emissions. Damage to human health is one of 
the major outcomes of vehicle pollution, as road traffic is 

deemed a principal source of fine particulate matter, which 
results from the incomplete combustion of fuels in vehicle 
engines [5]. The major contributions to air pollution levels are 
associated with exhaust damage and the generation of wear 
particulates in vehicle engines. Damage to the environment 
beyond vehicle emissions is assessed in related work and 
correlated with transportation infrastructure. In response, 
technology and the environment have been evaluated by some 
researchers in order to help minimize the amounts of pollution 
emitted into the atmosphere [6]. Various methodologies are 
used to monitor different pollutants and toxicants, as well as to 
extend the spectrum of monitoring purposes. However, existing 
literature has more deeply given attention to the technology of 
vehicle detection, paying less attention to the contribution of 
front vehicles to pollution build-up. 

While there are various parameters taken into consideration 
under pollution, significant advances were made in monitoring 
vehicular emissions and accidents. Manufacturing has also been 
growing in different countries around the world, contributing to 
increasing air and noise pollution due to gaseous emissions 
from these industries, as well as increasing road traffic. 
Motorized road traffic has led to various problems such as fuel 
exhaust emissions leading to air pollution affecting both outer 
and in-cabin air quality, a noisy atmosphere with increased 
noise pollution, and traffic congestion leading to traffic 
accidents. Human activities, including the excessive use of 
motor vehicles, play a major role in environmental degradation 
and cause pollution. To control these factors, it is important to 
monitor the environment, and it is understood that the 
development of detection systems with an environment- 
friendly approach is an urgent need. 

From the existing condition, there are possible factors 
contributing to the accumulation of air pollution, such as 
inadequate or unfound technology for detecting vehicles. Thus, 
uncovering where vehicles are crucially confined and exploring 
real-time locations give the opportunity for another study to be 
conducted. The rationale ultimately allows for the possibility to 
assess effective traffic control methodology. By reviewing the 
studies conducted, it was seen that no research has focused on 
developing an effective real-time approach to facilitate the 
process, as has been approached in this work. Therefore, the 
research question of monitoring using AI for vehicles is able to 
be tackled by designing a system that has the capability to 
monitor traffic. 
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Most of the primary purpose of air pollution research is to 
determine how much CO, CO2, SO2, and NO2 can be directly 
measured in the open air. These pollutants degrade the quality 
of the air and are detrimental to human health [7, 8, 9, 10]. 
However, in this study, we used computer vision technology to 
count vehicles in four distinct categories: motorcycles, cars, 
buses, and trucks. We use the results of vehicle identification 
and enumeration to predict the presence of hazardous 
substances that contribute to air pollution. This instance focuses 
on a specific component of the atmosphere, carbon monoxide 
(CO). 

Recently, deep learning has transformed various fields 
among the usage of AI, particularly in object detection [11]. A 
specific detection method performs detection instantly and 
accurately in one pass. This method can be used to detect 
objects. With its real-time detection rates, it was seen to perform 
better than two-stage detectors and single-shot detectors. The 
association of AI as a monitoring tool for environmental 
assessment should be able to augment existing plausible 
capabilities in the environmental domain; hence, this work aims 
to investigate the application of AI in the real-time detection of 
vehicles in a traffic lane using a specific version of the detection 
method. This investigation is also supported by a discussion 
about the contribution of pollution build-up. 

The development of information technology and artificial 
intelligence has expanded since the 21st century as a result of 
extensive research and the increasing need for automation. 
Almost every industry today uses automation built with the help 
of computer vision and artificial intelligence. Computer vision 
has become one of the rapidly developing fields of knowledge 
and is reliably utilized in various industries. Computer vision 
has the potential to integrate human interaction with systems in 
a very modern way, ensuring that future technology will always 
be up-to-date. The advantage of computer vision lies in the 
extraction of information from images, videos, and other visual 
inputs, which can then be further processed according to needs 
[12]. Computer vision is a field of artificial intelligence that can 
recognize objects in its surroundings, and this will be utilized in 
the research. 

Object detection is a subfield of computer vision that 
involves the identification and localization of an object in 
images or videos. Identifying objects requires domain-specific 
algorithms and the use of standard techniques that include 
algorithms like image segmentation, classification, or deep 
learning-based approaches, resulting in the emergence of a 
number of applications. Classification algorithms identify a 
class of an image that can be embedded with bounding boxes. 
Image segmentation enters smaller areas which, in a similar 
manner, classify images and then take the union of detected 
objects at different locations. At the same time, deep learning 
methods are focusing on classifying subparts of that image. On 
the contrary, with the advancement of technology, deep 
learning-based object detection algorithms have taken into 
consideration resources from a variety of fields that include 
computers, medical, structural, surveillance, home automation, 
and transportation applications. In addition, vehicle detection 
helps in traffic monitoring and management, automated parking 
systems, vehicle counting at tolls, and surveillance of attackers 

and terrorists, among others. In transportation, the detection 
framework must be accurate and timely as it impacts a vehicle's 
time, speed, and distance with respect to other vehicles. 

The capabilities of computer vision are widely utilized in 
biometric identification, such as fingerprint detection, facial 
recognition, gestures, and other biometric objects. The 
increasing demand for technology has led to the involvement of 
computer vision in the development of the autonomous 
industry, namely the 4.0 industrial revolution. The 4.0 industrial 
revolution era emphasizes automation that collaborates with 
technology, making computer vision play a significant role in 
this era [13]. 

Real-time object detection is a tough and evolving area in 
computer vision and machine learning. In recent years, YOLO 
(You Only Look Once) has emerged as a leading model in this 
field. YOLO takes a different approach than traditional methods 
to train object detection models [14]. YOLO trains a single 
neural network to specify bounding boxes and class 
probabilities at the same time. Also, it doesn't rely on pre- 
defined object features like edge maps, HoG descriptors, or 
region proposals, which sets it apart from classic object 
detection or segmentation algorithms. The YOLO system can 
process images at about 45 frames per second while achieving 
accuracy that matches or beats most current state models for 
object detection [15]. One type of YOLO could look at 2 
pictures every second and got a score of 57.9 mAP with a 
COCO model. Another type when changed a bit, could look at 
61 pictures a second and did just as well as the ones before it. 
The newest type is much faster and more accurate. It can look 
at 65 pictures every second and is good at spotting things. 

Because it's so good, YOLO is used a lot to watch traffic 
and in smart cities. But it might have trouble when there's a lot 
going on in the background or when there are small things that 
get in the way [16]. This capability allows us to control traffic 
flow and plan cities better. Smart video systems give steady info 
on traffic jams and car numbers. This data helps governments 
decide when to widen roads or fix them after breakdowns. 
People also use YOLO to watch traffic testing it to spot different 
kinds of vehicles [17]. The model can show how many cars there 
are how busy the roads are, what types of vehicles are around, 
and how fast they're going. This means YOLO could be used to 
manage air pollution by keeping an eye on various cars as they 
move. YOLO gives useful details by showing the user's 
surroundings to the program and working through the video 
feed. With this info, users can check traffic levels right away, 
guess car speeds, and follow air pollution amounts [18]. 

Computer vision has many uses besides traffic control and 
keeping self-driving cars safe, which are making big strides 
[19]. Cameras or CCTV watch traffic to see what's happening 
and catch rule-breakers. This watching also helps count how 
many cars pass by in a set time. Knowing the number of 
vehicles lets us figure out how much air pollution builds up at 
spots where cameras or CCTV are keeping an eye on things 
[20]. This study aims to create computer vision technology 
using YOLOv9 to spot air pollution by counting vehicles in a 
set time frame. We chose YOLOv9 because it was the stable 
version of the YOLO model at the time of this study. There is 
already YOLOv10, but we think that we will not use the latest 
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version, assuming that it may not be stable. The research splits 
motor vehicles into four groups: motorcycles, cars, buses, and 
trucks. The Transportation Department's CCTV captures traffic 
images or videos. The collected dataset then goes through 
processing with the chosen model. YOLOv9 handles the model 
testing in this research. 

To detect and identify objects, the study looks at each 
model's confidence scores. The processed video will show 
confidence values for every type of motor vehicle. The types of 
motor vehicles that have been successfully recognized will also 
make it easy to count the number of vehicles passing through 
that point in a given time period. Based on the number of 
vehicles recognized by the system, the impact of air pollution at 
that point can also be calculated. This research uses an object 
detection approach to calculate exhaust gases or pollution. It is 
hoped that this approach can provide a solution for current 
traffic management. 

This paper is an attempt to implement technology for 
vehicle detection and traffic analysis of a specific area. The 
primary objective of the implementation of the tool is to 
monitor the pollution levels in the study area and optimize the 
vehicular traffic sources of pollutants distributed in the 
respective area. Such a method would also generate data for 
traffic where exact vehicle counts can be detected and 
addressed, thus proposing a traffic management policy. With 
the development of the research findings and the consequent 
method, the environmental policy of the residential area could 
have been explored and made public in due course. 
Environmental studies and technology are the driving force for 
such innovation. The implementation of the tool thus developed 
in control systems can minimize the negative impact due to 
vehicular traffic 

II. MATERIALS AND METHODS 

A. Data Collection 

In the related works, publicly available traffic camera and 
radar datasets or synthetic training data derived from real-world 
data are used for vehicle detection and traffic analysis. In this 
study, we adopted real-world vehicle and traffic data collection 
instead of using public data for the vehicle and traffic scenario 
in which we aim to analyze the impact of pollution on traffic. 
Real-world vehicle data are particularly essential for the testing 
and evaluation of our proposed model, as the testbed used in the 
data collection is representative of the research context of this 
paper. Thus, the vehicle data input of the carbon monoxide 
dataset are real-world data, instead of synthetic or public data 
that do not represent the underlying context of this research. 

 

 

Figure 1. Daytime Image Example During Peak Hours 
 

Figure 2. Daytime Image Example During The Off-Peak Hour Seasons 

 

Moreover, collecting varied pollutant datasets captures the 
driving conditions under different situation and vehicle types. 
The video data is collected at one sample per minute when the 
traffic light is on the red and vehicles are stop. This study also 
presents traffic scenarios such as heavy and light traffic, night 
and day conditions, different speeds, and vehicle types, as 
above. in each video shot, done with a duration of about 10 
minutes. 

 

Figure 3. Night Time Image Example During Off-Peak Hours 

 

The steps of the study following the diagram below, 
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Figure 4. The Flow Diagram Process 

 

in general, there are 5 stages starting from data collection and 
ending with real-world implementation. 

Vehicles Dataset 

This step involves collecting and preparing a dataset 
containing images or video frames of vehicles, such as cars, 
buses, motorcycles, and trucks. The dataset should include 
labelled data, where each vehicle is annotated with bounding 
boxes and corresponding class labels. High-quality and diverse 
data, encompassing different angles, lighting conditions, and 
vehicle types, is essential for training an effective model. 

Pre-processing 

Pre-processing ensures the data is prepared for training. 
This includes resizing images to a uniform dimension suitable 
for YOLO's input, namely 640x640. Annotation files are also 
converted into YOLO-compatible formats. These steps enhance 
the model’s ability to generalize to unseen data. We did not 
conduct a noise and anomaly image pre-processing since we 
thought that YOLOv9 is good in handle this kind of images [21]. 
Similarly, we do not perform data augmentation because the 
data source is video images and runs continuously 24/7. 
Therefore, the amount of data obtained is more than enough, 
thus process augmentation is not necessary. 

Modelling 

detect and classify vehicles in real time with high accuracy. 

Model Performance 

After training, the model is evaluated on validation and test 
datasets using metrics such as precision, recall, F1-score, and 
mean Average Precision (mAP). The confusion matrix helps 
identify errors in classification. This step ensures the model 
performs well and identifies areas for improvement. 

Implementation 

The trained YOLOv9 model is deployed in a real-world 
scenario to count vehicles. This involves integrating the model 
with a live video feed or camera system, where it detects and 
counts vehicles frame by frame. Additional logic, such as 
tracking vehicle movements across frames, can be incorporated 
to avoid double counting and provide accurate results. 

In the implementation step, we did objects counting. 
YOLOv9 offers a robust solution for real-time vehicle counting 
due to its high speed and accuracy. In this study, object counting 
is used to count the number of vehicles such as cars, buses, 
motorcycles, and trucks at a given time. From the results of the 
calculation of the number of vehicles, the amount of CO gas 
content in the air in the area will be predicted. 

The most important thing in this study is to predict the 
amount of pollution, especially Carbon monoxide (CO) 
emissions, based on the number of vehicles at a certain time in 
a designated area. Each vehicle is measured and estimated its 
CO emission. We calculated the emission based on the 
following assumption, vehicles are in the idle machine 
condition for one minute, the machine capacities are 125 cc for 
motorcycles, 1500 cc for cars, 6000 cc for buses, and 11000 cc 
for trucks. According to Indonesian government, the CO 
emission threshold is 25 ppm or equal to 28640 ug/m3. The 
following table shows the factor emission CO for each vehicle 
in Indonesia [22]. 

Table I. Vehicle CO Emission Factors 

 
Vehicles Average CO (gr/m) 

Motorcycles 0.014 

Cars 0.040 

Buses 0.011 

Trucks 0.008 

Emission analysis was conducted to determine the number 
of emissions produced by motorized vehicles. Motor vehicle 
emissions on the road are caused by three factors namely the 
total volume of motorized vehicles, characteristics of motor 
vehicles and general traffic conditions [23]. The equation used 
in calculating the amount of motor vehicle emissions are [24]: 

YOLOv9, a state-of-the-art object detection algorithm, is 
used for vehicle detection and counting. In this project, the 

 
where: 

𝑛 
𝑖=1 𝐿 𝑥 𝑁𝑖 𝑥 𝐹𝑖 (1) 

model is trained with the following parameters: Epochs, defines 
the number of complete passes through the dataset during 
training, is 50. Batch Size is equal to 32. Dropout, the 
parameter that prevents overfitting by randomly disabling 
neurons during training is 0.4. Other hyperparameters are kept 

at their default values. YOLOv9 processes the input images to 

𝐸 = ∑ 
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L = Length of road segment (km), N = Number of motorized 
vehicles of type i (vehicles/hour), F = CO emission factor of 
motorized vehicles of type i (gr/km), i = Type of motorized 
vehicle based on fuel type, and E = Total CO emissions per 
road segment (gr/hour). 
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III. RESULTS AND DISCUSSIONS 

The performance of YOLOv9 for detecting vehicles in an 
urban area is summarized. We presented the results here. 

 

Figure 5. Vehicles Detected During Day Time In Peak Hours 

Table II. Number Of Vehicles In Figure 5 

Class Actual Predicted 

Motorcycles 45 39 

Cars 39 35 

Buses 1 2 

Trucks 2 2 

 

Figure 6. Vehicles Detected During Night Time In Peak Hours 

Table III. Number Of Vehicles In Figure 6 

Class Actual Predicted 

Motorcycles 43 39 

Cars 17 14 

Buses 0 0 

Trucks 0 0 

 

 

Figure 7. Vehicles Detected During Night Time In Off Peak Hours 

Table IV. Number Of Vehicles In Figure 7 

Class Actual Predicted 

Motorcycles 6 6 

Cars 4 4 

Buses 0 0 

Trucks 0 0 

 

Figures 5, 6, and 7 show the results of the YOLOv9 algorithm 
detection of several traffic conditions. While tables 2, 3, and 4 
show the calculation of vehicles manually as well as from the 
calculation results of the YOLOv9 algorithm. from the figures 
and tables generated by the YOLOv9 algorithm, it shows that 
the YOLOv9 algorithm can be used and its accuracy is good 
enough to detect vehicles in all conditions. For example, in 
night conditions and crowded vehicles, YOLOv9 can predict 
the number of vehicles more than 80% correctly (table 3). Even 
in night situations with a small number of vehicles, YOLOv9 
can guess 100% correctly (table4). 

YOLOv9 models provided the calculation of the Confusion 
Matrix that is used as 
 

 

Figure 8. Confusion Matrix 
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Also shown in figure 9 is the F1 confidence measurement as 
follows 
 

Figure 9. Confidence Curve 

 

The confusion matrix shown in fig. 8 presents the 
normalized results of the classification model, where the model 
categorizes the image into one of the following classes: 
motorcycle, car, bus, truck, and background. The model 
accurately predicted motorcycles 94% of the time, with 6% 
being misclassified as cars. The model's performance for cars 
was quite good, with 98% accuracy, and only 2% misclassified 
as trucks. 

Buses posed a bigger problem for the model achieving 88% 
accuracy. The model mistook 9% of buses for trucks and 3% 
for cars. Trucks reached 95% accuracy, but the model 
sometimes confused them with buses (3%) or cars (2%). The 
background class had the lowest accuracy at 80%, with 20% 
misclassified as cars. The diagonal lines running from top left 
to bottom right, show each class's accuracy pointing out correct 
predictions. On the other hand, cells outside the diagonal reveal 
the type and frequency of mistakes. The confusion matrix 
proves that the model excels at spotting cars, with high 
accuracy. It also does a good job identifying motorcycles and 
trucks. However, it tends to mix up buses and trucks, and it has 
trouble classifying the background class. This hints that the 
model might need more work to tell these classes apart better. 

The F1-Confidence graphs (fig.9) depict the correlation 
between model’s prediction confidence and the F1 scores 
averaged over each class as well as unique classes. The x-axis 
represents the confidence level of the model with values 
between 0 and 1. The y-axis considered the precision and recall 
characteristics of the model, and it is represented as F1 score. 
Each colored line corresponds to a particular class: a 
motorcycle, a car, a bus, and a truck. In the first, the thrilling 
blue line represents the combined F1 score of all classes. From 
the observations taken from the F1-Confidence Curve (fig. 9), 
it can be stipulated that for all the classes under review, the F1 
score tends to increase with the increase in the confidence level. 
This means that as the confidence level increases, so does the 
efficiency of the model in making predictions. The model 
records high F1 scores for cars across all the confidences. This 
correlates with the observation made with the confusion matrix 
where car’s accuracy is registered the highest. The F1 value 
obtained  for  motorcycles  was  satisfactory,  though  high 

throughout. Buses and trucks showed some fluctuations in F1 
values, especially at lower confidence levels. This shows that 
the model may not be more effective when distinguishing these 
two classes when the confidence is less than high. The overall 
F1 score (blue line) tends to reach its maximum of about 0.91 
when the confidence level is between 0.4 and 0.5. Thus, it can 
be stated confidently that the model is accurate as long as its 
confidence level exceeds 0.45. 

Referring to all the image results, it can be concluded that 
YOLOv9 has limitations for small object detection. When 
compared between motorcycles and cars, it can be seen that 
motorcycle detection provides poor results compared to car 
detection. Motorcycle images that are too close and small 
objects become the same object as the background. in contrast 
to cars that are large enough, YOLOv9 can easily recognize and 
also the color of the car is more varied into clearly 
distinguishable objects. In order for YOLOv9 to be better at 
detecting small objects, there are several things that can be done 
including: increase image resolution, increase the number of 
grid cells and label small object accurately. In this study, we 
used 640x640 pixels of image resolution. We can use a higher 
resolution, such as 720x720 or even more, to improve 
YOLOv9's ability to detect small objects. As for grid cells, this 
study used 26x26 grid cells, but 32x32 is better. Another thing 
is to label the image more accurately by distinguishing each 
object, especially small and overlapping ones. Counting objects 
would be better if the objects were separate and not clustered in 
groups and stopped like those at a traffic light. Another thing 
that is also a supporting factor in object detection in this study 
is the CCTV layout which is quite high causing the angle of 
capture and object recognition to be a challenge. most small 
objects (motorbikes) will be recognized as background 
especially if the color of the motorcycle is similar to the 
background color. 

Comparing the Convolution Matrix result, e.g., for a car the 
Convolution Matrix result is 0.86 with the comparison between 
the real count and the detection count by YOLOv9, 49:36 shows 
that the YOLOv9 model is close to correct and able to guess 
correctly. This study does not conclude that the area is polluted, 
but the results of this study can be used to predict the CO 
content in the air based on the count of vehicles detected by the 
YOLOv9 model. This approach has the potential to use object 
detection technology to regulate traffic and reduce potential air 
pollution in certain areas. 

Next, we analyzed the image. The following table, table 6, 
shows the measurements of the mAP for the images recorded 
by CCTV. 

Table V. Measurements of Map Based on Class 

 
Class Images Instances mAP50 mAP50:95 

All 1473 28137 0.915 0.826 

Motorcycles 1428 17012 0.836 0.682 

Cars 1256 9937 0.919 0.845 

Buses 232 400 0.944 0.867 

Trucks 533 788 0.961 0.911 
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Table 6 summarizes object detection performance across 
various classes using two key metrics: mAP50, which measures 
Mean Average Precision at a 50% Intersection over Union 
(IoU) threshold, and mAP50-95, which averages precision 
across IoU thresholds ranging from 50% to 95%. Focusing on 
mAP50-95, the overall detection performance across all classes 
is strong, with a score of 0.826. However, there are notable 
differences among the individual classes. 

Motorcycles have the lowest mAP50-95 at 0.682, 
suggesting that detecting motorcycles is more challenging 
compared to other classes. This could be due to factors like their 
variability in appearance or smaller size. Cars perform 
significantly better, with an mAP50-95 of 0.845, indicating 
reliable detection accuracy for this class. Buses show slightly 
improved performance over cars, achieving an mAP50-95 of 
0.867. Trucks, on the other hand, exhibit the highest detection 
accuracy with an impressive mAP50-95 of 0.911, making them 
the easiest class to detect accurately. In summary, the model 
performs well overall but shows a clear hierarchy in class 
performance. Trucks are detected with the highest accuracy, 
followed by buses and cars, while motorcycles present the 
greatest challenge, highlighting an area for potential 
improvement in detection algorithms. 

Finally, we would calculate the CO emission content based 
on the number of motorized vehicles. Based on table 2, 3 and 4, 
we predicted the CO emission levels in the area on the specific 
time. 

Table VI. total amount of CO emission level 

 
Table Values of CO (gr/m) 

2 (39x0.014) + (35x0.04) + (2x0.011) + (2x0.008) =1.98 

3 (39x0.014) + (14x0.04) =1.106 

4 (6x0.014) + (4x0.04) = 0.24 

 

Referring the assumption used in this study, we can 
conclude that during peak hours the CO emission content is 
1.98 gr/m ≈ 198 gr/100m while at night or during non-peak 
hours the CO emission content decreases to around 1.06 gr/m ≈ 
106 gr/100m (day time) and 0.24 gr/m ≈ 24 gr/100 m (night 
time). 

Instead of focusing on chemicals in the air, this study 
advances traffic-related environmental studies by measuring 
CO emissions using computer vision technology. This work 
uses computer vision technology to propose a novel technique 
to estimate CO emissions based on vehicle recognition and 
counting. This technology enables real-time data collecting and 
analysis, resulting in a more dynamic and responsive 
understanding of transportation emissions. Unlike chemical 
content analysis, which provides a broad assessment of air 
quality, computer vision enables the accurate calculation of 
emissions based on the number and type of vehicles. This 
specificity may lead to more precise estimates of traffic-related 
emissions. Computer vision offers real-time data collecting, 
allowing for instant analysis and insights into traffic patterns 
and their environmental impact. This is very useful for 
conducting timely traffic control initiatives. We can potentially 

construct predictive models for transportation emissions by 
combining computer vision and emission computations, which 
can help with proactive policy creation. To summarize, this 
study improves the field by providing a more precise, rapid, and 
scalable method for measuring CO emissions from 
transportation. This provides us with vital information for 
controlling traffic and developing environmental policies. 

The finding of the study also reveals that peak hours of the 
day have significantly higher CO emissions than non-peak 
hours. This could impact traffic management and 
environmental policies. Traffic management measures like 
adjusting traffic signal timings, adopting congestion pricing, 
and encouraging carpooling during peak hours can help reduce 
congestion and emissions. Encouraging public transit during 
peak hours can also reduce vehicle usage, resulting in lower CO 
emissions. Tougher emission restrictions for vehicles, 
particularly during peak hours, could be implemented. Real- 
time air quality monitoring systems can alert individuals to 
minimize outdoor activities or wear masks during high- 
emission periods. Long-term urban planning can create cities 
with less traffic congestion, such as mixed-use districts. Public 
education on peak hour emissions can lead to behavioral 
adjustments, such as avoiding unnecessary journeys or 
choosing cleaner transportation. These findings can guide 
targeted initiatives for better traffic management and reduced 
environmental impact, ultimately improving air quality and 
public health. 

IV. CONCLUSION 

The study explores the application of the YOLOv9 object 
detection model to monitor traffic and estimate air pollution in 
urban environments. Recognizing the significant environmental 
and health impacts of vehicular emissions, the research focuses 
on using computer vision technology to detect and classify 
vehicles in real-time, providing data on traffic density and 
pollution levels. The system was trained on a diverse dataset 
comprising various vehicle types under different traffic 
conditions and lighting scenarios. Results show the model 
effectively identifies and counts vehicles, with particularly high 
accuracy for larger vehicles like trucks and buses, 98% 
accuracy for car detection, 95% accuracy for truck detection 
and 88% accuracy for bus detection, but limited performance 
for smaller objects like motorcycles, which are often confused 
with the background as well as the camera distance and viewing 
angle of the CCTV camera. 

The study on YOLOv9 for detecting vehicles and 
calculating pollution levels suggests future improvements. It 
suggests experimenting with advanced versions of YOLOv9, 
optimizing the model for unique locations or conditions, and 
integrating data from air quality sensors for improved emission 
estimates. Testing the system in various metropolitan 
environments and including additional pollutants like NOx, 
PM2.5, and PM10 can provide a more comprehensive picture 
of traffic-related environmental consequences. Collaborating 
with environmental scientists can also improve emission 
models and validate calculations using recent scientific 
findings. These recommendations aim to make vehicle 
detection and air pollution assessment technology more 
accurate and helpful. Specifically in this study, by estimating 
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carbon monoxide (CO) emissions based on vehicle counts, the 
study links object detection with air pollution management, 
providing a framework for real-time environmental monitoring. 
While the model achieves strong overall performance, 
challenges in detecting small objects and limitations due to 
camera angles highlight areas for improvement. This work 
underscores the potential of integrating AI with environmental 
policy to optimize traffic flow, reduce pollution, and enable 
more sustainable urban planning. 

The findings pave the way for further research into 
improving detection accuracy and expanding applications to 
broader environmental monitoring scenarios. 
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Abstract— Improving smart city maturity through digital 

transformation is becoming increasingly crucial in facing the 

challenges of rapid urbanization and the need for more efficient 

city governance. However, the lack of a unified understanding of 

key drivers and challenges in this domain has limited the 

effectiveness of existing strategies. This study aims to explore the 

role of digital transformation in improving Smart City maturity 

by identifying key success factors and best practices adopted by 

cities worldwide. This study used the systematic literature review 

(SLR) methodology based on the PRISMA framework, which 

included systematic steps in selecting, collecting, and analyzing 

relevant literature. The study results reveal six factors 

influencing Smart City maturity: Information and 

Communication Technology (ICT) infrastructure, data 

integration, government policies and strategic planning, 

stakeholder engagement, environmental sustainability, and 

innovation and human resource development. Unlike previous 

studies, this study synthesizes global best practices and success 

factors, offering actionable insights for policymakers and 

practitioners to design inclusive, sustainable, and forward- 

looking digital transformation strategies. Furthermore, the study 

underscores the need for context-specific research to optimize 

implementation and drive meaningful progress in diverse urban 

settings. 

Keywords—Digital Transformation, Smart City Maturity, 

Success Factor, Best Practice, PRISMA 

I. INTRODUCTION 

Digital transformation has become one of the key elements 
in addressing the challenges arising from rapid urbanization 
and the increasing complexity of urban governance in the 
modern era [1]. By leveraging digital technologies, especially 
Information and Communication Technology (ICT) 
infrastructure, cities worldwide can create innovative solutions 
to improve the efficiency of public services, environmental 
sustainability, and the community's quality of life [2]. Digital 
transformation supports daily city operations and paves the 
way for developing a mature, smart city. The smart city 
concept integrates advanced technologies, innovation 
management, and strategic policies to create an efficient, 
resilient, and sustainable urban system [3]. 

Rapid urbanization has put enormous pressure on city 
infrastructure, such as transportation, energy, and waste 
management, requiring a smarter and more integrated 
approach [4]. Smart cities are a promising solution that 

leverages digital technology and data to create cities more 
responsive to community needs. Digital transformation 
enables cities to manage resources more efficiently, reduce 
carbon emissions, increase community engagement, and 
optimize public services [3], [5]. However, the success of 
digital transformation depends not only on the adoption of 
technology but also on social and cultural readiness and 
collaboration between stakeholders such as the government, 
the private sector, and civil society. 

While studies have explored individual aspects of digital 
transformation and smart cities, a more holistic approach is 
lacking to understand the relationship between the two 
concepts. Many studies focus on technological elements such 
as ICT infrastructure or data-driven applications but rarely 
link them to smart city maturity holistically. For instance, 
robust ICT infrastructure is a cornerstone for smart city 
development, enabling public data management, big data 
networks, IoT device deployment, AI applications, and 
cybersecurity [6], [7]. Complementing this, effective data 
integration is crucial for ensuring interoperability between 
public services, enhancing data-driven decision-making, and 
improving service quality [8], [9]. Other studies show that 
government policies and strategic planning further amplify 
these efforts, demonstrating the transformative impact of 
digitalization-focused initiatives in sectors like education and 
healthcare [10], [11]. In addition, stakeholder engagement is 
equally vital, as evidenced by initiatives such as online 
community consultations and public-private collaborations, 
which underline the importance of inclusivity and cross-sector 
cooperation [6], [8]. Moreover, environmental sustainability, 
supported by IoT and sensor technologies for resource 
management, highlights the need for long-term ecological 
solutions [7], [12]. 

Despite these advancements, there is an urgent need to 
identify broader success factors, including policy, governance, 
social innovation, and environmental sustainability. With a 
more integrated approach, the challenges hindering smart city 
development are hoped to be effectively addressed. Based on 
these considerations, this study seeks to answer the following 
research question: What are the key success factors of digital 
transformation in accelerating the maturity of smart cities? 

This study aims to fill this gap by conducting a Systematic 
Literature Review (SLR) using the PRISMA framework [13]. 
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The PRISMA framework was selected for its rigor and 
transparency in synthesizing existing research. Its systematic 
approach ensures a comprehensive and unbiased selection, 
collection, and analysis of relevant literature, enabling the 
identification of patterns and gaps in the field. By leveraging 
this methodology, the study ensures the findings are grounded 
in a robust and reproducible evidence base. This study will 
identify various success factors and best practices that cities 
can adopt to accelerate their digital transformation process. By 
providing a more comprehensive understanding, the results of 
this study are expected to be the basis for developing more 
effective strategies for supporting innovative, inclusive, and 
sustainable smart cities. 

II. RESEARCH METHOD 

This study uses a Systematic Literature Review (SLR) 

approach to analyze relevant literature related to the 

contribution of digital transformation to smart city maturity. 

SLR was chosen because this method allows researchers to 

systematically identify, evaluate, and synthesize existing 

findings in the literature, thus providing a strong basis for 

drawing valid and relevant conclusions. The SLR process in 

this study follows the PRISMA (Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses) framework [13], 

which provides structured guidance for each study stage, as 

seen in Fig 1. 

 

Figure 1. Prisma Work Flow 

 

A. Literature Identification 

The first stage of the review process involves identifying 
relevant literature on the contribution of digital transformation 
to smart city maturity. A systematic literature search was 
conducted across prominent academic databases, including 
Google Scholar, Scopus, IEEE Xplore, and ScienceDirect, to 
ensure comprehensive coverage of high-quality articles. The 
search was carried out using targeted keywords such as 
"digital transformation," "smart city," "maturity model," and 
"success factors," combined with Boolean operators (AND, 

OR) to refine the search. For example, one of the queries used 
was: (“Digital Transformation”) AND (“Smart City”) AND 
(“Maturity Model” OR “Success Factors”). This search was 
limited to articles published in the last 10 years (2014–2024) 
and written in English to ensure the relevance and accuracy of 
the findings. Only peer-reviewed articles were included to 
guarantee the credibility of the data. 

B. Literature Screening 

After identifying the literature, the next step is screening, 
ensuring that only relevant articles are considered for analysis. 
This process follows predefined inclusion and exclusion 
criteria to focus the review on quality studies. The literature 
screening includes two steps: first, reviewing titles, abstracts, 
and keywords to assess relevance; second, analyzing full-text 
articles to confirm their alignment with the study's focus. The 
inclusion criteria specify that the articles must be published in 
English, be peer-reviewed, and directly relate to digital 
transformation or smart city maturity models. Exclusion 
criteria include studies with a narrow geographic scope or 
articles that do not provide empirical data. A PRISMA 
flowchart was used to document this selection process, 
summarizing the number of articles screened, excluded, and 
ultimately included. Table 1 summarizes the inclusion and 
exclusion criteria used in literature screening: 

TABLE I. CRITERIA SELECTION 
 

Inclusion Exclusion 

Publication during the period of 

2014 to 2024 

Publications not written in 

English 

Titles, abstracts, or keywords include 
search terms 

Publications not subjected to the 
peer-review process 

Publications are written in english  

The publication goes through the 
peer-review process. 

 

C. Eligibility Evaluation 

Following the screening process, the next step is the 

eligibility evaluation, where the selected articles are reviewed 

in more detail to assess their relevance to the study's 

objectives. This evaluation aims to ensure that the articles 

provide valuable insights into the factors contributing to the 

success of digital transformation in the context of smart city 

maturity. Each article is evaluated based on the following 

criteria: 

a) Key Success Factors: The article should address 

specific factors that influence the successful implementation of 

digital transformation, such as ICT infrastructure, data 

integration, governance, innovation, stakeholder engagement, 

and sustainability. 

b) Contextual Relevance: The article should focus on 

the role of digital transformation in enhancing the maturity of 

smart cities rather than discussing only technological or 

generic city management aspects. 

c) Empirical Focus: The article should provide 

empirical evidence, case studies, or data that illustrate the 

application of digital transformation success factors in real- 

world smart city contexts. 

This evaluation ensures that only those articles that directly 

contribute to understanding the success factors for digital 
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transformation in smart city maturity are included in the final 

analysis. 

D. Data Extraction 

Once the articles pass the eligibility evaluation, relevant 

data is extracted for further analysis. This phase systematically 

gathers information related to the identified success factors of 

digital transformation in smart cities. The data extraction 

follows a standardized template to maintain consistency and 

ensure that only the necessary and pertinent information is 

collected. The key data points extracted include: 

a) Success Factors: Articles that identify or discuss key 

factors contributing to the success of digital transformation in 

smart cities are prioritized. These factors may include 

technology infrastructure, data-driven decision-making, 

stakeholder involvement, government policies, and 

sustainability practices. 

b) Best Practices: Articles highlighting best practices in 

implementing digital transformation in smart cities are 

extracted to provide practical insights for other cities. These 

best practices may include successful governance models, 

stakeholder collaboration strategies, or technological 

implementations that have led to positive outcomes in specific 

cities or regions. Best practices offer valuable lessons for 

cities aiming to accelerate their journey toward smart city 

maturity. 

c) Case Studies and Examples: Extracting case studies 

or practical examples where digital transformation success 

factors have been successfully implemented in cities. These 

case studies provide real-world evidence of how these factors 

are applied in the context of smart city development. 

E. Data Analysis, Synthesis, and Validation 

The selected literature was analyzed using a thematic 
approach to identify success factors in digital transformation 
that contribute to smart city maturity. This process involved 
thematic coding and identifying key recurring themes in the 
literature, such as the role of technology infrastructure, 
innovation governance, stakeholder collaboration, and strategy 
sustainability. These findings were then synthesized to provide 
more structured insights into the factors that support the 
development of mature, smart cities. After the analysis, the 
results are validated by comparing the main findings with 
relevant case studies or empirical reports. This step ensures 
the research findings are practically applicable and relevant to 
smart city development. 

III. RESULT AND DISCUSSION 

A. Result of Literature Review 

Based on the analysis of 17 research papers, it was 
identified that the success of digital transformation in 
accelerating smart city maturity hinges on six key factors: ICT 
Infrastructure, Data Integration, Government Policies and 
Strategic Planning, Stakeholder Engagement, Environmental 
Sustainability, and Leadership and Human Resource 
Development. These factors have been demonstrated through 
best practices adopted by various cities globally, showcasing 
effective strategies to achieve higher maturity levels. While 

distinct in their focus, these factors are deeply interconnected, 
collectively shaping and driving the development of smart 
cities cohesively. 

Figure 2 illustrates the six success factors essential for 
 

Figure 2. Digital Transformation Success Factors for Smart City Maturity 

 

achieving Smart City maturity through digital transformation. 
These factors, ICT Infrastructure, Data Integration, 
Government Policies and Strategic Planning, Stakeholder 
Engagement, Environmental Sustainability, and Innovation 
and Human Resource Development, function as 
interconnected pillars that collectively drive the development 
of smart cities. Each factor contributes uniquely to the 
transformation process while supporting and reinforcing the 
others, ensuring a holistic and sustainable approach to urban 
growth. 

ICT Infrastructure provides the foundational technology 
required to support innovations in public services, such as 
mobility, healthcare, and safety systems while enabling 
efficient communication and data-sharing processes [7]. Data 
Integration is a critical enabler, allowing disparate systems to 
interoperate and ensuring seamless coordination across 
sectors, thereby supporting efficient governance and 
sustainable resource management [9]. Government Policies & 
Strategic Planning are crucial in aligning technological 
investments with societal needs, ensuring that initiatives are 
feasible, forward-looking, and adaptable to future challenges 
[10]. Stakeholder Engagement is vital in fostering inclusivity 
and encouraging the participation of various groups, 
governments, private sectors, and communities in the 
development process. This ensures that smart city initiatives 
remain relevant and sustainable over time [8]. Environmental 
Sustainability emphasizes the importance of aligning digital 
transformation efforts with ecological considerations, 
leveraging technology to optimize resource management and 
reduce environmental impact [12]. Finally, Innovation & 
Human Resource Development ensures the capacity to 
manage, adapt, and sustain digital innovations by investing in 
skills, training, and visionary leadership capable of navigating 
technological and societal shifts [6], [14]. 

These factors do not operate in isolation but are highly 
interdependent. For example, robust ICT Infrastructure 
facilitates effective Data Integration, while supportive 
Government Policies drive Stakeholder Engagement and 
public-private partnerships. Similarly, a strong commitment to 
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Environmental Sustainability requires capable leaders and 
skilled human resources to implement green technologies and 
practices. By integrating these six success factors, cities can 
address diverse challenges and achieve higher levels of smart 
city maturity, as depicted in Figure 2. 

Table 2 categorizes and highlights the best implementation 
practices for the six success factors identified as essential for 
achieving Smart City maturity through digital transformation. 
These best practices are derived from cities worldwide that 
have successfully adopted and integrated innovative 
approaches to enhance their maturity levels. 

 
TABLE II. DIGITAL TRANSFORMATION SUCCESS FACTORS FOR 

SMART CITY MATURITY 

 

  development of 

digital-based 

educational, tourism, 

and tourist attraction 

facilities 

Indonesia, 

Sao Paolo & 

Rio de 

Janeiro, 

Brazil 

[22] 

 

 

 

 

 

 

 

4 

 

 

 

 

 

 

 

Stakeholder 

Engagement 

Engaging   citizens 

through online 

participation platforms 

such as Musrenbang 
and co-creation 

Depok & 

Manado, 

Indonesia 

[8], 

[11], 

[19], 

[20] 

Leveraging social 

media, hackathons, 

and feedback tools to 

design collaborative 

solutions 

China, Bad 

hersfeld, 

Germany, 

Scheidam, 

Netherlands 

[9], 

[15], 

[20], 

[23] 

Fostering collaboration 

between the public and 

private sectors, for 

example,   through 

revitalizing digital 

markets 

Surakarta, 

Indonesia 

[6] 

 

 

 

 

 

5. 

 

 

 

 

Environmental 

Sustainability 

Managing waste, air, 

and water pollution 

through 

environmentally 

friendly technologies 

Bandung & 

Surabaya, 

Indonesia, 

Turkey & 

Shenzhen, 
China 

[7], 

[12], 

[17] 

Monitoring air, water, 

and energy quality 

using IoT and 

environmental 
automation systems 

Hangzhou, 

China 

[7] 

 

 

 

 

 

 

 

6. 

 

 

 

 

 

 

Innovation & 

HR 

Development 

Using innovative 

visualization and 

planning methods such 

as the Rich Picture 

method for smart city 

initiatives 

Surakarta, 

Indonesia 

[6] 

Improving   human 

resource readiness 

with digital technology 

training and data-based 
leadership 

Manado, 

Indonesia & 

London, UK 

[14], 

[16] 

Managing 

infrastructure  and 

public services 

adaptively with trained 

human resources 

Manado, 

Indonesia 

[11] 

 

1) ICT Infrastructure 

ICT infrastructure is the main foundation of the 
development of a smart city, and it supports the dimensions of 
smart mobility and smart living. Best practices in this case 
include public data management, big data network 
development, use of IoT devices, application of AI, and 
strengthening cybersecurity [6], [7], [9], [11], [19]. The 
significant impact of the application of this technology is seen 
in increasing the efficiency of public services, traffic 
management, and response to natural disasters [10], [12], [15], 
[16]. Examples of the best implementations can be found in 
Shenzhen, Hangzhou, and Surakarta, which have integrated 
digital systems to monitor city conditions in real-time using 
cloud platforms, environmental sensors, and IoT technology 
[6], [7]. This technology helps these cities manage traffic and 
provides valuable information for handling problems quickly 
and efficiently. 

No. Success Factor Best Practice 
City/ 

Country 
Study 

 

 

 

 

 

 

 

 

 

 

 

1. 

 

 

 

 

 

 

 

 

 

 

 

ICT 

Infrastucture 

Public data 

management, traffic 

management, and 

public service 

management 

Bandung, 

Surabaya, 

Depok, 

Surakarta 

Indonesia 

Bad hersfeld, 

Germany & 

Brazil 

[6], 

[8], 

[10], 

[12], 

[15] 

Application of IoT, big 

data, and cloud 

platforms to monitor 

vehicles, environment, 

and city conditions 

Shenzhen & 

Hangzhou, 

China, 

Manado, 

Indonesia & 
Turkey 

[7], 

[9], 

[16], 

[17] 

Development of 

internet networks, data 

centers, and cyber 

security to maintain 

system reliability and 

service integration. 

Cerete, 

Columbia, 

Manado, 

Indonesia 

[11], 

[18], 

[19] 

Use of AI and CPS 

technology to increase 

responsiveness   to 
community needs 

Surakarta, 

Indonesia 

[6] 

 

 

 

 

 

 

 

 

2. 

 

 

 

 

 

 

 

Data 

Integration 

Using middleware and 

open systems (open 

data) for 

interoperability 

between services 

Depok, 

Indonesia 

[8] 

Integrating  data 

through big data 

analytics, cloud 

computing, and 

intelligent grid for 

operational efficiency 

London, UK, 

Cerete, 

Columbia & 

China 

[9], 

[14], 

[18] 

Provides a centralized 

data system and online 

portal that enables 

comprehensive 

integration of 
information 

Brazil [10], 

[20], 

[21] 

 

 

 

 

 

3. 

 

 

 

Government 

Policies & 

Strategic 

Planning 

Develop  strategic 

policies that support 

digitalization, 

including education, 

health, and security. 

Shenzhen & 

Hangzhou, 

China, 

Manado, 

Indonesia & 
Brazil 

[7], 

[10], 

[11] 

Using business cases 

as a guide in planning 

smart city initiatives 

Depok, 

Indonesia 

[8] 

Improving economic 

quality  through  the 

Surabaya & 

Bandung, 

[12], 
[21], 
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2) Data Integration 

Data integration is essential to support interoperability 
between various public services, supporting the dimensions of 
Smart Governance and Smart Environment. Best practices in 
this regard include the use of middleware, big data, cloud 
computing, and smart grids [8], [9], [20]. Good data 
integration, such as that implemented through online portals, 
enables better coordination between sectors [21]. Cities such 
as Depok have successfully applied data integration to 
improve the quality of data-based decision-making [8]. In both 
cities, using middleware and big data analytics has increased 
data management efficiency and coordination between sectors, 
improving public service quality. 

3) Government Policies & Strategic Planning 

Government policies that support digitalization and 
strategic planning play a significant role in the success of 
smart cities, especially in the dimension of smart governance. 
Policies that support digital-based education, security, and 
health sectors are top priorities in various cities [10]. For 
example, in Brazil and Manado, policies focused on 
developing smart infrastructure and digitizing essential sectors 
such as education and health have created infrastructure 
planning that is more adaptive to technology [10], [11]. The 
impact of this policy is the creation of an ecosystem that is 
more responsive to the community's digital needs, as well as 
progress in building smarter and more efficient infrastructure. 

4) Stakeholder Engagement 

Stakeholder engagement is a key factor in ensuring the 
sustainability of Smart City initiatives. Best practices in this 
regard include online Musrenbang in Depok, co-creation 
through hackathons in Schiedam, and digital market 
revitalization in Surakarta through public-private collaboration 
[6], [8], [23]. These successes demonstrate the importance of 
community participation in decision-making and policy 
implementation. For example, in Depok, online Musrenbang 
allowed communities to participate directly in digital-based 
development planning [8]. In Schiedam, hackathons and co- 
creation became essential to engage communities in creating 
technology-based solutions [23]. Surakarta also successfully 
engaged the private sector in digital market revitalization, 
strengthening cross-sector collaboration and increasing 
community participation in smart city development [6]. 

5) Environmental Sustainability 

Environmental sustainability is a significant focus in the 
Smart Environment dimension. Many cities have leveraged 
technology to monitor air, water, and energy quality more 
efficiently. Surabaya and Hangzhou, for example, have used 
sensor and IoT technology to monitor air pollution and water 
quality and optimize energy use [7], [12]. This technology 
contributes to better management of natural resources and 
helps reduce negative environmental impacts. Using this 
technology, both cities can more efficiently manage their 
environment, leading to long-term sustainability and a reduced 
ecological footprint. 

6) Innovation and Human Resource Development 

Visionary leadership and human resource capacity 
development are crucial in ensuring the success of Smart City 
projects, especially in the Smart People dimension. The cities 
of Surakarta demonstrate that human resource capacity 
development through digital training and innovative methods 
such as Rich Picture can enhance the ability of individuals and 
organizations to manage Smart City projects [6]. Strong 
leadership and investment in human resource training and 
development enable cities to be better prepared for the 
challenges of technological change and increase the 
effectiveness of implementing existing technology initiatives. 

B. Comparison of Smart City Implementations: Local 

Context, Challenges, and Opportunities 

A comparison of Smart City implementations in various 
cities shows that each region has a different approach tailored 
to its local characteristics and needs. Surabaya and Hangzhou, 
as examples of large cities, utilize high technology to address 
complex urban challenges, such as air pollution and traffic 
congestion. In both cities, the use of the Internet of Things 
(IoT), big data, and cloud platforms have enabled real-time 
traffic management and air quality monitoring [7], [12]. These 
technologies not only improve the operational efficiency of 
the city but also provide solutions to environmental and 
mobility problems that large cities often face. In contrast, 
smaller cities such as Schiedam and Depok rely on a more 
participatory approach in integrating data and involving the 
community in decision-making. In Schiedam, for example, co- 
creation through hackathons and citizen participation in online 
Musrenbang in Depok has contributed significantly to 
developing technology-based solutions tailored to the needs of 
the local community [8], [23]. 

Local context greatly influences how technology is 
implemented in each city, with large cities tending to rely on 
advanced technology solutions while smaller cities focus more 
on empowering citizens. Larger cities, with denser populations 
and more significant infrastructure challenges, tend to require 
more sophisticated systems, such as IoT and big data, to 
manage resources and solve big problems. Smaller cities, on 
the other hand, focus more on strengthening citizen 
participation and streamlining administrative processes 
through digital platforms. The main challenges facing cities 
transitioning to Smart Cities are budget constraints, lack of 
coordination between stakeholders, and resistance to 
technological change. However, there are also significant 
opportunities, primarily through public-private collaborations, 
that can open up access to new technologies and the potential 
for increased citizen engagement that is increasingly open 
through digital platforms. 

IV. CONCLUSION 

The findings of this study emphasize that the success of 
digital transformation in advancing smart city maturity is 
shaped by six critical factors: ICT infrastructure, data 
integration, government policies and strategic planning, 
stakeholder engagement, environmental sustainability, and 
innovation in human resource development. These factors are 
pivotal in enabling cities to enhance operational efficiency, 
sustainability, and responsiveness to urban challenges. 
Specifically,  robust  ICT  infrastructure  facilitates  the 
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deployment of smart technologies, while data integration 
enables real-time decision-making, essential for managing 
urban dynamics. Strong government policies and strategic 
planning create a supportive regulatory environment, guiding 
smart city initiatives. Engaging stakeholders, from citizens to 
the private sector, ensures that solutions are inclusive and 
well-adapted to the community's needs. Moreover, 
environmental sustainability addresses long-term urban 
viability, while innovation in human resource development 
ensures the availability of skilled personnel to manage and 
maintain smart city systems. 

The best practices identified, such as using IoT and big 
data in large cities like Jakarta and Shenzhen and participatory 
initiatives like hackathons and online Musrenbang in cities 
like Depok and Schiedam, underscore the importance of 
context-specific approaches. Larger cities leverage advanced 
technological systems to tackle complex urban challenges, 
benefiting from their higher resource base. In contrast, smaller 
cities often prioritize community-driven, participatory 
methods, which foster inclusivity and adaptability in the face 
of limited resources. This contrast highlights the necessity of 
aligning smart city strategies with local needs, capacities, and 
socio-political contexts. While challenges such as budget 
constraints, stakeholder coordination, and resistance to change 
persist, opportunities for public-private partnerships and 
greater citizen engagement offer significant pathways for 
overcoming these barriers. By addressing these factors 
holistically and tailoring strategies to local conditions, cities 
can foster innovative, inclusive, and sustainable urban 
development. 
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Abstract— IGTKI is a kindergarten teacher association 

organization that aims to realize the quality of early childhood 

education with a spirit of professional love and character to be able 

to face the era of globalization. However, this goal is not fully 

implemented because of the distance of each school is far, the 

results of the training are not socialized, the lack of knowledge to 

handle students with special needs so that the lack of knowledge 

sharing among PAUD teachers. To increase the knowledge sharing 

needed a Knowledge Management System application that can be 

a solution of knowledge sharing that is not hindered by the 

limitations of time and place. This study uses the Strohmaier 

Framework for modeling knowledge management systems. 

Techniques of Analysis and system design are carried out using the 

object oriented approach method Unifed Manipulation Language 

(UML). The suitability of the system to the business process was 

tested using the Forum Group Discussion (FGD) method which 

was validated using the Fit criteria from Strohmaier's theory 

which produced a value of 76%, this value shows that the 

Knowledge Infrastructure designed is in accordance with the 

business process. Meanwhile, user acceptance of the system was 

tested using User Acceptance Testing (UAT) in the form of a 

questionnaire which was calculated based on the Linkert scale, 

producing a value of 84%. From this value it can be concluded that 

the level of user acceptance at IGTKI is good for the KMS created. 

Keywords— Knowledge Management System, Framework 

Strohmaeir, Knowledge Sharing, IGTKI 

I.  INTRODUCTION 

Early childhood education is all efforts and actions taken by 
educators and parents in the process of caring for, nurturing and 
educating children by creating an aura and environment where 
children can explore experiences that provide them with the 
opportunity to know and understand learning experiences 
obtained from the environment. In relation to the term of 
educator in Early Childhood Education, based on Law Number 
20 Article 40 Paragraph 2, it is stated that the obligations of 
educators are: (1) to create a meaningful, enjoyable, creative, 
dynamic and dialogical educational atmosphere; (2) to have a 
professional commitment to improving the quality of education; 
and (3) to provide examples and maintain the good name of the 
institution, profession and position in accordance with the trust 
given to them [1]. In order to carry out these obligations, 
educators must have a number of competencies. Competencies 

as learning agents in Early Childhood Education include: 
pedagogical competence, personality competence, professional 
competence, and social competence (Government Regulation 
no. 19 of 2005: National Education Standards Chapter VI). 

IGTKI South Bangka Regency is an organization of 
Kindergarten teachers in South Bangka Regency. IGTKI is an 
independent organization that aims to improve the quality of 
Early Childhood Education assigned to PAUD teachers. To 
improve the competence of educators or PAUD teachers in 
South Bangka Regency, teachers are assigned to attend training 
conducted by the Education Office or other training institutions. 
IGTKI South Bangka also holds meetings every two months to 
discuss the implementation and problems in Early Childhood 
Education in the South Bangka Regency environment and to 
socialize the results of the training. Every teacher who 
participates in training is required to make a report on the results 
of the training provided by the training institution and share the 
knowledge gained with teachers who do not receive training. 
Only 10% of the 260 IGTKI South Bangka teachers often make 
reports on the results of the training. 

The training report is only stored in the IGTKI South 
Bangka Regency secretariat. With the number of kindergartens 
as many as 53 schools in 8 sub-districts in South Bangka 
Regency, and not all teachers who participate in training share 
and socialize the knowledge gained from the training, making 
reports and knowledge gained from the training is not 
distributed as it should be. In addition, each teacher has their 
own way or method in stimulating, guiding, and providing 
learning activities to produce children's abilities and skills. 
Realizing this, based on (Permenpan, 2011). every government 
institution must be ready to utilize the wealth of knowledge, 
including learning from past experiences. In general, this is 
manifested in the form of rules and procedures in the 
organization. The obstacles often faced are that teachers' 
knowledge and experience are often not distributed, not well 
documented and may still be in the heads of each teacher. 

Knowledge Management is an effort to improve an 
organization's ability to manage their intellectual assets, 
knowledge and experience. The aim is to utilize assets to 
achieve better organizational performance to accelerate the 
achievement of reform goals efficiently (Permenpan, 2011). 
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In research conducted by (Dewi Driyani and Dewi Mustari, 
2015) regarding Web-based Learning Models for Kindergarten 
using the SECI method to produce a teaching and learning 
process system to help students get learning information and 
make it easier for teachers to share learning material 
information. The research entitled "learning system design 
using Knowledge Management System to improve the 
competency of early childhood Education Teachers" this 
research produces a knowledge management based learning 
system using the RAD (Rapid Application Development) 
model to analyze and design the system. Based on the 
description above, to solve teacher knowledge management 
problems, the author intends to create a "Knowledge 
Management System at IGTKI South Bangka Regency using 
the Strohmaier Framework". 

II. METHODS 

This study focuses on the formation of a knowledge 

architecture model based on Strohmaier's theory. This 

architecture model is formed based on the business processes 

that exist in the organization. Below is a picture of the stages of 

the research methodology. 

 

Figure 1. Methodology Research 

1. Planning 

The initial step taken at the planning stage was to identify 

problems by conducting interviews and questionnaires with 

PAUD teachers in South Bangka Regency as well as conducting 

literature studies in journals and books related to this research. 

The results obtained are an illustration of the problem 

formulation. 

2. Analysis 

At the analysis stage of this research using the Strohmaier 

Framework. The stages in this Framework are as follows: 

a. Business process modeling. At this stage, business 

processes are used to create working models of 

organizational knowledge obtained from interviews. 

Structural modeling is illustrated using diagrams in UML. 

b. Identify the relationship between business processes and 

knowledge. At this stage, several knowledge domains and 

organizational roles involved in the business process can 

be identified. In the knowledge identification process, the 

four processes used are knowledge creation, knowledge 

application, knowledge transfer and knowledge storage. 

c. The development of infrastructure design knowledge is 

based on a knowledge process and consists of two 

elements. 

1) The architectural knowledge infrastructure template is 

a system architecture that describes the basic layer of a 

knowledge management system technology solution 

2) Design process to help design the knowledge 

infrastructure that supports the organization's knowledge 

business processes. In this design process, the knowledge 

infrastructure designer helps in integrating and identifying 

(knowledge) requirements into infrastructure design 

knowledge. This stage focuses on the process approach to 

design. This design process uses the knowledge 

infrastructure process design framework from Strohmaier. 

 

3. Design 

The system design technique used in the knowledge 

management system uses UML (Unified Manipulation 

Language) with PHP and MySql coding to create a Knowledge 

Management System Prototype. 

 

4. Testing 

The testing stage in this research was divided into two, 

namely: 

a. User acceptance testing of the system uses the User 

Acceptance Test (UAT) method with Linkert scale 

calculations. 

b. Testing the suitability of Knowledge Infrastructure Design 

with business processes is based on the Strohmaier Fit 

Criteria using the Forum Group Discussion (FGD) method. 

In this phase, it can be determined whether the design that 

has been created is suitable or not. The fit criteria were 

designed based on Strohmaier's KMS theory. The 

indicators used in this test are appropriate or not according 

to the Guttman scale calculation. The summary of fit 

criteria is as follows: 

1. Organizational roles must be able to access the knowledge 

they need. 

2. The role of the organization must be able to provide / fill 

knowledge in the Knowledge Infrastructure. 

3. Knowledge storage must be supported and managed by 

Knowledge Infrastructure. 

4. Knowledge Infrastructure must handle knowledge transfer 

smoothly. 

5. Knowledge Infrastructure must be able to facilitate 

knowledge collaboration between knowledge workers. 

6. The collaboration model must also facilitate the need for 

collaboration anytime and anywhere (not limited to the 

workplace only). 
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The FGD will begin with a focused discussion, the 

researcher will make a presentation and demo the KMS website 

that has been developed and explain each existing function 

based on the instruments that have been prepared. After paying 

attention and knowing how to operate this KMS website, the 

participants who attend will be given the opportunity to try this 

website directly. Next, the FGD participants provided 

information and responses via the form provided by the 

researcher before the respondents tried it on their respective 

PCs. Validation testing form with FGD is included in the 

attachment. In the FGD testing process, participants will be 

asked to provide responses in accordance with the hypothesis 

in this research. 

Identification Of Business Processes and Knowledge 

 
Figure 2. Design of  Knowledge Process 

This stage is the identification of knowledge 

Domains and organizational roles involved in the business 

process. In the knowledge identification process, the four 

processes used are knowledge creation, knowledge application, 

knowledge transfer and knowledge storage. From this 

knowledge process, the fit criteria will be designed as a goal of 

knowledge infrastructure design. The fit criteria will be 

designed based on several KMS theories (Strohmaier, 2005) 

(Alvi, 2001). The summary of the fit criteria is as follows:  

1. The role of the organization must be able to access the 

knowledge they need.  

2. The role of the organization must be able to provide or fill 

the knowledge Knowledge infrastructure  

3. Knowledge must be stored, supported and managed by the 

knowledge infrastructure.  

4. Knowledge infrastructure must handle knowledge transfer. 

Knowledge infrastructure must be able to facilitate between 

knowledge and knowledge workers.  

5. Collaboration must also facilitate the need for collaboration 

anytime and anywhere that is not limited to the office. 

 

Design of Infrastructure Design based on fit criteria 

strohmaier 

Table 1 Design of Infrastructure Design based on fit criteria 

strohmaier 

Fit Criteria 
Process 

Knowledge 
IT Tools 

The role of the 

organization must be 

able to provide or fill 

knowledge in 

Knowledge 

infrastructure 

Knowledge 

Creation  

Teacher's Knowledge 

Space, Anecdotal notes 

The knowledge 

stored must be 

supported and 

managed by 

Knowledge 

infrastructure  

Knowledge 

storage and 

Retrieval 

Training materials, 

training slides, training 

reports 

Knowledge must be 

transferable by 

Knowledge 

infrastructure  

Knowledge 

transfer 

Video Conference, 

Live Chat, Teacher's 

Knowledge Space 

 

Knowledge Infrastructure Design  

For the design of the system based on the flow of teacher 

knowledge business process design, there are two strategies 

related to how individuals (teachers) acquire and share the 

knowledge needed to perform their duties as teachers. This 

strategy will affect the design of the knowledge infrastructure. 

The strategies are as follows: Codification strategy: This 

strategy focuses on collecting, codifying and disseminating 

information (explicit). This strategy will be highly dependent 

on IT. One of the advantages is the reuse of existing knowledge.  

The codification strategy in the IGTKI Kab. Bangka Selatan 

teacher business process can be seen in the table below. 

Personalization strategy: This strategy focuses on developing 

networks to connect teachers so that tacit knowledge can be 

shared. This strategy emphasizes dialogue between individuals. 

Personalization of teacher business processes can be seen in the 

table below. 
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Figure 3. Usecase diagram of KMS IGTK 

The image above is a description of what menus can be 

accessed by admins and teachers on the Knowledge 

Management System of IGTKI South Bangka Regency. Admin 

can use all menus according to their functions. Meanwhile, 

teachers cannot input training menus and participate. 

 

Figure 4. Class Diagram of KMS IGTKI 

The Class Diagram above shows the classes of IGTKI teachers 

in South Bangka Regency and the system admin who is a user 

in this system who has relationships with several classes related 

to all knowledge stored in Knowledge Storage. 

III. RESULT AND DISCUSSION 

Based on the design of the Knowledge Infrastructure that 

has been made, testing is carried out. Testing uses Fit Criteria 

Validation to validate the design of the knowledge 

infrastructure that has been designed in the Forum Group 

Discussion (FGD). For user acceptance, the User Acceptance 

Test (UAT) questionnaire method is used for testing. 

 
Figure 5. Testing 

a. User Acceptance Test 

User Acceptance Test is conducted using a questionnaire 

calculated based on the linkert scale. The weighting of the 

linkert scale is as follows. The respondents in this questionnaire 

were 7 respondents, which were then analyzed from each 

number to obtain an average scores 

 
Figure 6. Questions Graph 

Figure 5 is a graph of the percentage of each question that has 

been filled in by respondents in the User Acceptance Test 

questionnaire. The highest value is in question number 9. The 

results obtained from the calculations that have been carried 

out based on the linkert scale are 84%. 

b. UAT Validity and Reliability Test 

UAT questionnaire data was processed using SPSS to see 

the validity and reliability results. Table 4.12 provides 

information on the number of samples (n) of 7 respondents and 

produces a valid value of 100%.  
Table I. Result of “Case Processing Summary” UAT 

 N % 

Case Valid 

Exclude d a 

 

TOTAL 

7 

0 

 

7 

100.0 

0 

 

100.0 

Listwise deletion based on all variables in the procedur  

Table 4 describes the results of item-total statistics for UAT 

regarding the validity of questions in the UAT questionnaire 

with a total of 7 respondents, so the df value = 7-2 = 5. 
Table II. Result of “Reliability Statistics” 

Reliability Statistics 

Cronbach's Alpha N of Items 

.976 8 

 



 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 01, PP 37-41 
 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2372, Copyright ©2025 

Submitted : January 8, 2025, Revised : January 17, 2025, Accepted : January 26, 2025, Published : January 31, 2025 

41 

 

Table 2 is the result of the reliability test after conducting three 

validity tests. The final result of the Cronbach's Alpha value of 

this reliability test is 0.976. With a Cronbach's Alpha value of 

0.976> 0.60, it can be concluded that the questionnaire items as 

a whole are reliable. 

 

c. Focus Group Discussion (FGD) 

Implementation of a Forum Group Discussion (FGD) aims 

to focus testing on functional requirements. Considering the 

long distance between sub-districts, 7 people were collected. 

The FGD was validated using the strohmaier fit criteria to carry 

out the suitability assessed based on the guttman scale 

calculation. The weighting of the guttman scale is as follows: 

Table III. Guttman Scale 
Answer Score 

Sesuai 1 

Tidak Sesuai 0 

 

Based on the results of the Guttman scale calculation for the 

assessment of the suitability of the system with the business 

process, the value obtained is in the good/adequate category 

based on the score interpretation 

IV. CONCLUSION 

The conclusion of the test results obtained in this study is 
based on the validation of the fit criteria, the knowledge 
infrastructure designed in accordance with the integrity of the 
knowledge process based on Strohmaier's theories calculated 
based on the Guttman scale with a result of 76%. The results of 
the User Acceptance Test show that the Knowledge 
Management System at the Kindergarten Teachers Association 
(IGTKI) of South Bangka Regency is functionally acceptable 
to users with a weight of 84%, this application can function to 
provide solutions for IGTKI Teachers of South Bangka 
Regency and can be accepted by teachers. The results of the two 
tests according to the interpretation of the score are in the good 
/ feasible category. Based on the two tests, it proves that: 

a. With the IGTKI Knowledge Management System of South 
Bangka Regency, teachers can share materials and results 
from training obtained from training institutions 

b. With the Teacher Knowledge Room and video conferencing 
features, the IGTKI South Bangka Regency Knowledge 
Management System, teachers can share knowledge about 
the behavior of students with special needs, as well as 
knowledge gained from teaching experience. 

c. With the upload file feature on the IGTKI Knowledge 
Management System of South Bangka Regency, it can 
improve and make it easier for teachers to document training 
reports 
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Abstract— A fingerprint is a unique biometric identity 

commonly used as evidence in court. However, the quality 

of fingerprints can deteriorate due to external factors such 

as uneven surfaces, weather conditions, or distortion. This 

study uses the FVC2000 dataset and applies Convolutional 

Neural Networks (CNNs) to enhance and classify 

fingerprint images, focusing on patterns such as arches, 

loops, radial loops, ulnar loops, and twin loops. A novel 

aspect of this research is the optimization of the VGG-16 

model by making specific adjustments to the 

hyperparameters, including setting the learning rate to 

0.0001, using 50 epochs, and selecting a training-to-

validation data split of 80%:10%. These adjustments were 

made to enhance the model’s ability to classify complex and 

varied fingerprint patterns, which typically present 

challenges to standard CNN models. The results of the study 

show the highest accuracy of 100% on the test data with the 

optimized parameters.These findings demonstrate that the 

optimized VGG-16 model successfully classifies fingerprint 

images with optimal performance. The real-world 

implications of achieving 100% accuracy include an 

increase in the reliability of biometric identification 

systems, especially for forensic and security applications 

that require high accuracy to ensure accurate decisions. 

This study makes a significant contribution to the 

development of CNN-based fingerprint classification 

systems, offering a new approach that supports more 

reliable and precise biometric applications.  

Keywords— Fingerprint, Optimization, Classification, VGG-16. 

CNN 

I. INTRODUCTION 

Modernization in countries like Indonesia brings changes in 
customs, culture, and mindset. These changes can lead to both 
positive and negative effects, such as economic inequality, 
crime, and juvenile delinquency. Crime can be influenced by 
internal factors, like age, gender, education, and mentality, as 
well as external factors, such as time, place, and family 
conditions. One serious crime is murder, which causes both 
psychological and material harm. The police investigate to 
identify the perpetrators of such crimes. [1][2] 

 Fingerprint pattern identification is a very important aspect 

in the process of recognizing a person's identity. Fingerprints 
can also be valid physical evidence and be recognized in legal 
proceedings in court. However, fingerprint images found at 
crime scenes (crime scenes) often deteriorate in quality due to 
various factors. These factors include distortion due to being 
touched by another party, partially erased patterns, or skin 
conditions that have experienced wrinkles. [3][4] 

To overcome this problem, efforts are needed to improve 
the quality of fingerprint images so that they can be processed 
and analyzed better. One effective method for improving image 
quality and classifying fingerprint patterns is the Convolutional 
Neural Network (CNN). This method is part of artificial 
intelligence (AI) that utilizes deep learning to analyze images 
with a high degree of accuracy. CNNs allow the analysis of 
fingerprint patterns even though the imagery is of poor quality 
due to conditions in the field. Thus, the application of CNNs 
can improve accuracy in the fingerprint identification process, 
which ultimately helps in the forensic investigation 
process.[5][6] 

In the context of forensics, digital image processing plays a 
very important role. This processing not only increases the 
efficiency of law enforcement officials in obtaining more 
accurate evidence, but can also reduce the potential for errors 
in the judicial process. Through technologies such as CNNs, 
fingerprint image processing has become more sophisticated, 
resulting in more reliable and reliable results. [7][8][9][10] 

CNN is a deep learning method inspired by how human 
brain cells function. It is effective for object classification, 
especially with large amounts of data. CNNs work by extracting 
and processing features from input images through multiple 
layers of neurons. This creates a more informative 
representation, making classification easier. [11][12][13] 

In this study, the CNN method with the VGG-16 
architecture will be used, an architecture that has been proven 
to be reliable in image analysis. To optimize its performance, 
some important parameters will be adjusted. These settings 
include:   

1. The ratio of training data sharing and validation data to 
determine the optimal data composition.   

2. The weight of the epoch value, which will be set to find the 
best number of epochs to improve the model's ability to 
generalize.   

3. Learning rate, which is a parameter that controls how much 
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the model changes its weight during the training process. 

In addition, this study will involve various experimental 
scenarios to test the influence of each parameter on the 
performance of the CNN model. The results of this experiment 
are expected to determine the most optimal configuration in 
improving the accuracy of fingerprint pattern classification. 
With this research, it is hoped that CNN-based deep learning 
technology can further contribute to supporting forensic efforts 
and improving justice in the legal process.   

 

Fig. 1. Types of Fingerprint Image Patterns 

Hadaris and Arisy Nabawai explained that dactyloscopy 

comes from two words in Greek, namely [6]daktulos, which 

means finger line, and scopeoo, which means to observe 

fingers. Therefore, it can be concluded that dactyloscopy is a 

science that develops the recognition of a person's identity 

through the observation of the unique pattern of fingerprint 

strokes found on the fingers and soles of the feet. 

The fingerprint used in the identification process is a latent 

fingerprint obtained from the result of a reproduction that is 

deliberately taken or stamped with special ink left on an object 

that has been touched by the skin of the fingers or the soles of 

the feet. The selection of fingerprints is based on three axioms, 

namely: 

1. Each pattern of a person's fingerprint has unique traits and 

different physical characteristics in each individual, so it 

will never be the same as the pattern belonging to another 

individual. 

2. The fingerprint pattern begins to form from the time the 

fetus is approximately 120 (one hundred and twenty) days 

old in the womb and will not change until death. 

3. Fingerprint strokes can be formulated based on several 

parameters, such as core location, delta, ridge counting, and 

ridge tracing, thus forming the formula for each fingerprint. 

Every individual, whether human, animal, or other living 

beings, has a unique fingerprint. No two fingerprints are exactly 

the same, and they remain unchanged throughout life. 

Fingerprints begin to form around four months of age and 

continue to grow and change as we age. To capture latent 

fingerprint patterns, methods like applying oil, amino acid 

liquid, paint, blood, or nanomaterials are used on the surface, 

then transferred to paper or plastic.[14][15][16] 

There are four main types of fingerprint patterns: ulnar and 

radial loops, whorls, arches, and tented arches. An arch has a 

raised center line that forms a slight outward curve. A whorl 

forms a circular pattern, while a loop creates a curved line that 

starts and ends on the same side. The point where lines meet in 

a loop is called the triradius.[2] 

Based on the background discussed, this study will perform 

fingerprint pattern classification using the VGG-16 architecture 

method with five types of fingerprint patterns as output, namely 

arch, ulnar loop, radial loop, whorl, and twinned loop.  

II. RESEARCH METHODS 

This study proposes a fingerprint pattern image 

classification method using Convolutional Neural Network 

(CNN) with VGG-16 architecture. The fingerprint images in 

*.jpg format with dimensions of 256x256 pixels were obtained 

from the FVC 2000 Database (Fingerprint Verification and 

Competition). In the training process, fingerprint images will 

go through several stages, ranging from convolutional layers, 

max collection layers, dropouts, flattens, to solid layers, with 

the final output in the form of a classification of 5 types of 

fingerprint image patterns. Each stage in the CNN network 

serves to extract features from the image and improve the 

model's accuracy in recognizing fingerprint patterns. For more 

details, the flow diagram of this proposed method can be seen 

in Figures 2 and 3. [17][18] 

Convolutional Neural Network (CNN) is a type of deep 

feed-forward artificial neural network architecture, by 

maintaining a hierarchical spatial structure to study the 

representation of internal features in processing grid data (such 

as images) and pattern recognition. CNNs are designed 

automatically from the input data through a convolution layer 

that serves to detect local features, such as edges, angles, or 

texture patterns in the image. CNNs also have a hidden layer 

that is only implicitly connected to a subset of neurons in the 

previous layer.[19] 

 

[20] CNNs have three main types of layers, namely 

convolutional layers, pooling layers, and fully-connected 

layers. This architecture results in the extraction of hierarchical 

features or filters that have a specific purpose. Generally, the 

first layer is focused on identifying edges or color fluctuations, 

the second layer is used for shape identification, the next layer 

is used to study partial parts of the object, and the last layer is 

used for the identification of the object as a whole 

 



 

 

Journal of SISFOKOM (Information and Computer Systems), Volume 14, Number 01, PP 42-48 
 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2317, Copyright ©2025 

Submitted : November 15, 2024, Revised : December 11, 2024, Received : December 12, 2024, Published : January 31, 2025 

44 

 

 

Fig. 2. VGG-16 Architecture Proposal 

 

Based on the image 2, This method uses two stages of 

processing, namely feature extraction and classification.  In the 

feature extraction process, this stage is responsible for 

retrieving important information from the input image, i.e. 

fingerprints. The fingerprint will pass through the first layer, the 

convolutional layer, which is responsible for picking up local 

features from the fingerprint image, such as a line or arch 

pattern. Furthermore, the max pooling layer is used to reduce 

the dimension of the feature, so that important information is 

preserved and the data size is reduced. Meanwhile, the dropout 

layer is used to prevent overfitting and convert the data to a one-

dimensional size, which will be processed on a flattened or fully 

connected layer.  The classification process is responsible for 

classifying the features that have been extracted into one of 

several fingerprint classes. The dense layer is the fully 

connected layer that connects all the neurons of the Flatten 

layer. The output layer is in charge of providing the final result 

of the classification. Each neuron in this layer represents a class 

of fingerprints.  The fingerprint class consists of five types that 

are the target of classification, namely arch, ulnar loop, radial 

loop, whorl, and twinted loop. Of course, each class has a 

different pattern and is recognized based on the characteristics 

of each pattern.  [21] 

This architecture used in his research was explained to be 

able to achieve a high level of accuracy in the classification of 

image objects and tends to be very simple. There are several 

key features in this architecture:[18] 

1. The layers in this architecture amount to 16 layers of 

convolution. 

2. The processed kernel is 3x3 in size so there are not many 

parameters used. 

3. In the feature map process, this architecture uses a 2x2 max 

pooling layer with 2 stride which of course facilitates the 

classification process and saves time. 

4. Using ReLu on the input and output processes using 

softmax. 

[22]Feature extraction is a technique to obtain features and 

datasets that are used for the storage of fingerprint pattern data 

later. Feature extraction on CNN consists of two layers, namely 

convolutional and sub-sampling which have hyperparameters, 

for hyperparameters applied to the CNN model of the VGG-16 

architecture type can be seen in table 1 which is processed at 

the confiq stage to set all the parameters used in the built 

model.[23][24] 

Table I. Architectural Parameters of VGG-16 

Layer Output Form Param 

VGG16 (7, 7, 512) 14.714.688 

conv2d  (7, 7, 32) 147.488 

max_pooling2d (3, 3, 32) 0 

Dropouts (3, 3, 32) 0 

flatten (none, 288) 0 

dense (none, 5) 1.445 

 

In the table 1, VGG 16 is a CNN architecture consisting of 

16 layers that utilize transfer learning. The base layer of this 

VGG-16 model has dimensions of 7x7 with 512 channels. After 

extraction, it is followed by a convolution layer that has 32 

filters for further processing. MaxPooling was used to reduce 

the spatial dimension from 7x7 to 3x3 while retaining 32 filters. 

Dropouts are used to prevent overfitting. In the Flatten layer, 

the data is converted from a 3x3x32 shape to a one-dimensional 

shape with 288 units. Dense is a fully connected layer that has 

5 outputs in the form of a fingerprint image pattern class. [25] 

 

 

Fig. 3. Flowchart training & testing model 

Based on image 3, The flowchart shown shows the steps in the 

fingerprint pattern recognition process using the Convolutional 

Neural Network (CNN) method with VGG-16 architecture. 

Here is an explanation of the steps on the method: 

1. At the dataset stage, fingerprints are collected. This dataset 

can be a fingerprint image of various patterns (loops, circles, 

arches, or tent arches). The collected data is then prepared 

for use in the training and testing process of the model. This 

preparation typically involves several steps, such as pre-

processing, image normalization, and data augmentation. 

2. The dataset is ready to be fed into the VGG-16 model, which 

is one of the CNN architectures designed to handle image 

classification. VGG-16 uses multiple layers of convolution 

to extract features from fingerprint images, such as line 

patterns, curves, or circles. This model will process the input 

data to produce an optimal representation of the feature. 
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3. At this stage, the VGG-16 model is trained using a dataset 

that has been divided into training data. During the training 

process, the model learns the patterns on the fingerprint by 

adjusting the weights and biases through an optimization 

algorithm. This process aims to minimize the prediction 

error measured through the loss function. 

4. After training is complete, the model is tested using a test 

dataset (test data). This test dataset is typically not used 

during the training process, so the test results can represent 

the model's ability to classify fingerprint patterns on new 

data. 

5. After testing, an evaluation stage is carried out to measure 

the performance of the model. One of the metrics used is 

accuracy, which is the ratio between the number of correct 

predictions and the total number of predictions. Accuracy is 

a key indicator of how well the model recognizes fingerprint 

patterns. 

6. The process ends after the accuracy evaluation is complete. 

If the accuracy obtained is not optimal, the model can be 

improved by adjusting parameters, adding additional data, 

or changing the configuration at the training stage. 

 

III. RESULTS AND DISCUSSION 

The fingerprint pattern type image classification using CNN 
VGG-16 deep learning architecture obtained the following 
results:  

A. Performance Metrics Results of the CNN Model 

The performance metrics results of the CNN model use two 

types of data, namely secondary and primary data, to assess 

how well the CNN model performs in making predictions. 

Additionally, previous researchers also compared their results 

with those of others who applied their methods to the FVC 

database. Based on these benchmarks, this study achieved the 

best accuracy.  
Table II. Benchmark Results on the FVC Dataset 

Researcher’s name  Accuracy (%) 

Jeon, Wang-Su 97% 

P. Nahar 90% 

Ramesh Chandra Sahoo 97.5% 

Reena Garg 91% 

Yucel Cimtay* 98.5% 

Diusulkan (VGG-16) lr 0.001 97.5% 

Diusulkan (VGG-16) lr 0.0001 100% 

 

The benchmark results on the FVC dataset show the 

accuracy levels of various CNN architectures, focusing on the 

performance of each architecture using the FVC data. The 

proposed study with the CNN architecture demonstrates 

competitive results compared to previous research. At a 

learning rate of 0.001, the VGG-16 architecture yields the most 

optimal result, comparable to the study by Ramesh Chandra 

Sahoo with an accuracy of 97.5%. Meanwhile, at a learning rate 

of 0.0001, the VGG-16 architecture achieved a perfect accuracy 

of 100%, while the other two architectures had the same 

accuracy of 97%.  

B. Train and Validate Data Sharing Ratio Training Scenarios 

Dividing data into data training (training) and data 

validation (validation) is an important step that greatly affects 

the accuracy level of the resulting model. Training data is used 

to train the model to recognize specific patterns in the dataset, 

while validation data is used to evaluate the model's 

performance during the training process, without affecting 

weight updates. In other words, validation data helps detect 

overfitting, which is a condition where the model is too 

adaptable to the training data so that its performance degrades 

on new data. 
Table III. Share Data Ratio 

Train Ratio : 

Validation 

Accuracy (%) 

Train Validation Testing 

60% : 30% 88.25 92.78 93.28 

70% : 20% 91.45 97.50 100.00 

80%:10% 90.47 97.50 100.00 

In the table 3 shows that the data division with a ratio of 

70%:20% and 80%:10% results in the best accuracy on the 

VGG-16 model, with a final accuracy of 100%. The 60%:30% 

ratio results in lower accuracy than the other two ratios. The 

training process uses a learning level of 0.0001 with an adam 

optimizer and 50 epochs.  

 

C. Training Scenarios with Different Epoch Counts 

This study tries to apply various scenarios by using different 
numbers of epochs to train the model, while maintaining the use 
of Adam's optimizer and a learning rate value of 0.0001. Epoch 
refers to the number of complete cycles in which the entire 
training dataset is processed by the model during training. In 
this scenario, the number of epochs tested is 10, 30, and 50, with 
the aim of finding the best number of epochs that results in 
optimal weight in the fingerprint pattern image classification 
process.  

The data sharing ratio used in this study is 80% for railway 
data, 10% for validation data, and 10% for test data. This ratio 
is chosen to ensure the model gets enough data for training, 
while providing sufficient validation data to evaluate the 
model's performance periodically during the training process. 
Data testing is used as a final test to assess the model's ability 
to recognize fingerprint patterns in new data that has never been 
seen before. 

This experiment with different epochs aims to evaluate the 
influence of epochs on model performance. Too little age can 
lead to model underfitting, which is a condition in which the 
model fails to learn important patterns from the data. 
Conversely, too much age can lead to overfitting, which is a 
condition in which the model adapts too much to the training 
data so that its performance degrades on new data. 

By using the Adam optimizer, the model is expected to 
achieve convergence faster and more efficiently. Adam is an 
optimization algorithm that is widely used in deep learning 
model training because of its ability to adaptively adjust the 
learning rate during the training process. The learning level 
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used in this study, which is 0.0001, was chosen because this 
value is often considered a stable conservative option to avoid 
weight changes that are too large or small in a single update 
step. 

The results of this experiment will be analyzed to determine 
the best number of epochs that produce optimal accuracy in 
fingerprint pattern classification. By comparing the 
performance of the model in each epoch counting scenario, this 
study is expected to provide insight into the most effective 
parameter configuration for the VGG-16 model in the context 
of fingerprint classification. In addition, the study will also 
evaluate how the number of epochs affects training time, 
computational efficiency, and the model's ability to generalize 
new data. 

Table IV. Comparison of the Number of Epoch 

Epoch Accuracy (%) 0.0001 

Train Validation Testing 

10 55.77 87.50 87.50 

30 84.26 97.50 100.00 

50 90.47 97.50 100.00 

 

In the table 4, The best results in the table above were 
obtained using 50 epochs, with the accuracy of train data 
reaching 90.47%, validation data accuracy of 97.50%, and test 
data accuracy reaching 100%. This shows that the use of 50 
epochs results in the most optimal model for fingerprint pattern 
image classification with very high accuracy at all stages of 
evaluation. 

D. Training Scenarios with Different Learning Levels 

The next experiment was carried out by training the CNN 
model using the VGG-16 architecture by applying different 
learning speed variations. The learning rate is an important 
parameter in the model training process, which determines how 
much the model's weight changes when making updates based 
on error gradients. A learning rate that is too small can cause 
the training process to be very slow, while a learning rate that 
is too large can cause the model to become unstable or even fail 
to achieve convergence.  

In this scenario, the researcher used the Adam optimizer 
with a number of epochs of 50 and a data sharing ratio of 80% 
for the train data and 20% for the validation data. This ratio was 
chosen to provide a good balance between the amount of data 
used to train the model and the amount of data used to evaluate 
the model's performance periodically during training. The use 
of Adam's optimizer was chosen because of its ability to adjust 
the learning rate adaptively, so that it can help the model 
achieve optimal performance more efficiently. This study tested 
three different learning rate values, namely 0.0001, 0.001, and 
0.01. Each value has a unique characteristic in influencing the 
update of the model's weights during the training process.  

The main goal of this experiment is to determine the most 
optimal learning rate value, which is the value that provides the 
best balance between stability and convergence speed, and 
results in the highest accuracy in fingerprint pattern 

classification. The results of this scenario will be compared 
based on evaluation metrics such as accuracy, loss, and the 
model's ability to generalize validation data. 

Table V. Comparison of Learning Levels 

Learning 
Level 

Accuracy (%) 

Train Validation Testing 

0.0001 90.47 97.50 100.00 

0.01 87.49 87.50 97.50 

0.001 99.69 95.00 97.50 

 

Based on the table 5, experiments using learning rate 
variations show different accuracy results on the VGG-16 
model with Adam optimizer and 50 epochs. At the learning 
level of 0.0001, the accuracy of the data set reached 90.47%, 
the validation accuracy was 97.50%, and the testing accuracy 
reached 100%, which is the best result in the test data. The 
learning level of 0.01 resulted in lower accuracy, namely 
87.49% in train data, 87.50% in validation data, and 97.50% in 
test data. Meanwhile, the learning level of 0.001 provides the 
highest accuracy in the data series of 99.69%, with a validation 
accuracy of 95.00%, and a testing accuracy of 97.50%. From 
these results, it can be concluded that a learning rate of 0.0001 
provides the best accuracy in the test data, while a learning rate 
of 0.001 indicates the best performance in the training data. 

E. Best Results 

Of the various experimental scenarios that have been carried 
out by changing various parameters, the best results are 
obtained on the CNN model with the VGG-16 architecture. The 
optimal configuration obtained is by using a data sharing ratio 
of 80%:10%, Adam optimizer, learning rate 0.0001, and 
training with 50 epochs. Based on this configuration, we can 
analyze the accuracy and loss graphs during the training 
process, as well as review the classification results using the 
confusion matrix to see the overall performance of the model in 
the fingerprint pattern image classification. 

 

(a) 
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(b) 

Fig. 4. A and B are Accuracy and loss charts  

Overall, based on image 4 graph shows that the model 
managed to learn the data very well. This is demonstrated by a 
consistent decrease in loss value and a steady increase in 
accuracy during the training process. This pattern reflects that 
the model is progressively getting better at understanding the 
relationship between the input and output features of the target. 
In addition, there is no significant indication of overfitting, as 
the loss and accuracy lines for training and validation data 
remain close together during the training process. This 
consistency shows that the model not only performs well on the 
training data but is also able to maintain good generalization on 
the validation data. 

The choice of using 50 epochs is based on several 
considerations. First, it helps prevent overfitting, as training the 
model for too many epochs could lead it to learn irrelevant 
details or noise from the data. Second, simpler models like 
VGG-16 often reach optimal performance with fewer epochs, 
so 50 epochs may be sufficient. Additionally, training deep 
learning models requires significant time and computational 
resources, and 50 epochs offer a balance between training time 
and achieving good results. Techniques like early stopping can 
also be used, which halts training once the model reaches its 
best performance, avoiding unnecessary training. Lastly, 
previous experiments may have shown that 50 epochs are 
effective for the given dataset, ensuring the model performs 
well without excessive training.  

This solid result is further reinforced by evaluation using a 
confusion matrix, as can be seen in the image below. The 
confusion matrix provides a detailed picture of the model's 
ability to classify data into the correct classes, thus supporting 
a more in-depth analysis of the model's performance. 

 

Fig. 5. Confusion matrix data testing 

Based on image 5 this confusion matrix, the CNN model 
used with the VGG-16 architecture shows excellent 
performance and has a very high degree of accuracy in 
classifying fingerprint patterns. These results show that the 
model is able to recognize and group all fingerprint patterns 
precisely without classification errors, as indicated by the 
absence of error values in this matrix. With perfect accuracy, 
this model proves its ability to handle fingerprint data in this 
regard, making it very suitable for application in fingerprint 
classification systems. This success also demonstrates the 
effectiveness of the VGG-16 architecture in understanding the 
complex features of fingerprint patterns, thus providing 
confidence for the application of this model to biometric 
identification systems or similar applications in the future. 

IV. CONCLUSION  

Based on the results of several training scenarios using 

Convolutional Neural Network (CNN) with VGG-16 

architecture, some interesting conclusions are obtained as 

follows: 

1. The model trained using the VGG-16 architecture 

successfully classifies all test data with a total of 40 data. 

These results show that the model has excellent ability to 

recognize and classify fingerprint patterns into appropriate 

classes. This success gives an indication that the 

architecture used is able to capture complex patterns in 

fingerprint data, resulting in accurate predictions. 

 

2. The best data sharing ratio obtained is 80% for training data, 

10% for validation data, and the rest is used for testing. With 

this sharing, the model is able to learn effectively from the 

training data which includes most of the available data. The 

validation data of 10% provides an opportunity for the 

model to be evaluated periodically during the training 

process, so as to avoid overfitting. This proportion proved 

to be a balanced choice between the availability of sufficient 

training data and representative validation. 

 

3. The highest accuracy was achieved when the model was 
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trained with a learning rate of 0.0001 and for 50 epochs. A 

learning rate of 0.0001 allows the model to update the 

weights gradually and carefully, thus avoiding the risk of 

overshooting. In addition, training for 50 epochs provides 

enough time for the model to learn patterns in the data 

without taking too long to avoid overfitting. This 

combination of parameters indicates an optimal balance 

between the speed of model convergence and generalization 

capabilities. 

 

4. This fingerprint research can make a significant 

contribution to researchers or forensic applications. 

Additionally, the study suggests the use of additional 

architectures and more data to improve results and accuracy 

in fingerprint identification.  

 

Overall, the results obtained from this experiment show that 

the VGG-16 architecture has excellent potential to be applied 

to fingerprint pattern classification tasks. With the appropriate 

parameter configuration and the right data sharing ratio, this 

model is able to show very satisfactory performance. 
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Abstract— Social media serves as a platform for sharing 

information. Through social media, users can interact with others 

and express their feelings and emotions. Therefore, emotion 

analysis plays a crucial role in understanding users' conditions 

regarding various issues and social events. This study aims to 

compare the performance of emotion classification models in 

analyzing and identifying users' emotions on social media. The 

research process includes data preprocessing, training, and model 

performance evaluation. The dataset used is derived from Twitter 

social media and is available on Kaggle. It consists of two main 

columns: text and label, with the latter categorized into six groups. 

The dataset undergoes several preprocessing techniques to ensure 

it is ready for model training. The model training process 

implements the architectures of LSTM and GRU to analyze the 

emotions contained within the text. The evaluation results show 

that the model achieves an accuracy of 93% for LSTM and 94% 

for GRU, indicating that the GRU model slightly outperforms the 

LSTM in classifying emotions in textual data. This research is 

expected to contribute to emotion analysis systems based on deep 

learning. 

Keywords— Emotion analysis; social media; sentiment 

classification; LSTM; GRU. 

I. INTRODUCTION 

The advancement of technology today has significantly 
benefited various aspects of human life. One of the technologies 
currently evolving is social media, which facilitates 
communication and information sharing over the internet. 
Social media generates vast and diverse data daily from the 
interactions of millions of users on these platforms [1]. Through 
these interactions, users' emotional expressions can be 
observed. This makes emotion expression on social media a 
compelling aspect, as emotions can be identified through 
textual content. Therefore, this research develops a 
classification model to understand emotions in social media 
content, providing insights into users' conditions across various 
aspects of life, such as public opinion, brand sentiment, trend 
shifts, product marketing, and more [2]. 

One of the challenges in analyzing emotions on social media 
is the complexity of the data. Emotions are often not expressed 
explicitly and are influenced by various factors such as culture, 
communication styles, and others. This makes emotion 
classification a difficult task, requiring effective algorithms to 
recognize patterns in social media text. Previous studies have 
demonstrated that machine learning algorithms can be utilized 
to classify emotions in social media text 

[3][4][5]. One study conducted in 2019 focused on sentiment 
analysis of Twitter social media regarding fast-food restaurants. 
This study compared several machine learning methods for 
sentiment analysis, with the best results achieved using the 
bagging method [6]. Subsequently, in 2022, a study aimed to 
identify emotions in tweets on Twitter, categorizing them into 
six groups to analyze user behavior and public attitudes toward 
various global events. This research utilized the SVM method 
[7]. Finally, in 2024, a study developed a classification model 
to identify emotions expressed by Twitter users in their tweets, 
employing the BiLSTM method [8]. These existing studies 
serve as references for further research using two methods: 
Long Short-Term Memory (LSTM) and Gated Recurrent Unit 
(GRU), both of which fall under the category of artificial neural 
networks [9]. LSTM is used because of its ability to handle the 
vanishing gradient problem in long sequence data. Meanwhile, 
GRU is used due to its simpler and more efficient structure, with 
fewer parameters compared to LSTM. Both methods are 
capable of analyzing long-term dependencies in sequential data, 
making them suitable for emotion-related text analysis. 

Therefore, this study provides a new contribution regarding 
the effectiveness of RNN models in emotion classification on 
social media. Scientifically, it offers insights into the emotion 
analysis process in the digital realm, capable of identifying 
patterns in social media interactions. The findings of this 
research can be useful for developing emotion analysis 
applications that can be implemented in fields such as 
marketing, social studies, and public policymaking. 
Understanding the emotional conditions of social media users 
can be utilized to devise data-driven strategies for decision- 
making. 

This study aims to develop models using LSTM and GRU 
algorithms to classify emotions in social media text [10]. The 
data used to create these models was obtained from Kaggle, a 
publicly available dataset collected from the Twitter social 
media platform [11]. The dataset preprocessing, including 
various techniques to ensure all data contains essential 
information for building the models. Next, the models are 
trained using the architectures and parameters of both 
algorithms LSTM and GRU. The performance of the models is 
evaluated to assess their effectiveness. Evaluation techniques 
include metrics such as accuracy, precision, recall, and F1-score 
to determine the models' ability to classify emotions. The 
evaluation results of both models are then 

mailto:putramas@stikom-bali.ac.id
mailto:desi@stikom-bali.ac.id
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compared to identify the most suitable algorithm for emotion 
classification on social media. 

Overall, the results of this study are expected to contribute 
to understanding the emotional condition of users on social 
media. Additionally, by understanding the emotions expressed 
in social media interactions, this can be used as input for 
decision-making and improve the understanding of user 
communication dynamics. Furthermore, it can also offer 
potential for promoting products with more targeted marketing 
strategies through the application of emotion analysis and social 
studies conducted on social media. 

II. RESEARCH METHODOLOGY 

A. System Overview 

Figure 1 illustrates the workflow followed in this study to 
develop an emotion classification model for social media users 
using the LSTM and GRU methods. The workflow begins with 
data collection from the Twitter social media platform, 
including text from users' tweets. After the data is collected, 
preprocessing is performed to prepare it for model 
development. The preprocessing steps include techniques such 
as tokenization (splitting the text into words), cleaning 
(removing punctuation, special characters, and irrelevant 
symbols), padding (standardizing text length), and lowercasing 
(converting all text to lowercase). These processes aim to 
ensure that the dataset is in the proper format and contains 
relevant information ready for model training. 

Next, the preprocessed text data is converted into numerical 
vectors so that it can be understood by the model. After that, the 
dataset is split into two parts: the training dataset and the testing 
dataset. The training dataset is used to train the model using the 
LSTM and GRU methods [12][13]. Once the model is trained, 
evaluation is performed to measure how well the model predicts 
emotions. The evaluation process uses several metrics, 
including accuracy, precision, recall, and F1-score. Finally, the 
evaluation results of both models (LSTM and GRU) are 
compared to determine which model yields the best results in 
terms of accuracy and prediction performance. 

 

Fig. 1. System Overview 

B. Dataset Description 

The data used in this study was not directly measured by the 
researcher. It was obtained from the Kaggle platform, 
accessible to anyone via the website at www.kaggle.com. This 
dataset contains text from Twitter messages, labeled with six 
emotion categories: sadness, happiness, love, anger, fear, and 
surprise. The dataset consists of two columns: text and label. 
The text column contains the message data in string format, 
while the label column contains the emotion labels, which have 
been converted into numerical values ranging from 0 to 5, as 
shown in Table 1. Figure 2.a illustrates the distribution of data 
for each label, and the total number of data rows used is 
416,809, with the number of data points for each label shown in 
Figure 2.b [14]. 

TABLE I. CATEGORY LABEL CODE 
 

 Label Code  Category  

0 Sadness 

1 Joy 

2 Love 

3 Anger 

4 Fear 
 5  Surprise  

 

  
(a) (b) 

Fig. 2. Dataset visualization: (a) distribution of categories, (b) count of each 

category 

C. Data Preprocessing 

In this section, the data preprocessing steps performed in 
this study are explained. The initial process begins with splitting 
the dataset into two parts: 90% for training data and 10% for 
testing data, using the train-test split method. This division 
ensures that the majority of the data is used for training to 
effectively train the model. After that, the visualization of the 
most dominant words across all emotion categories is shown in 
Figure 3, which helps in understanding the data distribution and 
provides an initial insight into the emotional patterns emerging 
in each category [15]. 

Next, the tokenization process is performed to break the text 
into word units, making it easier to analyze words separately. 
This process also converts the text into numerical format by 
assigning an index to each word. Following that, padding is 
applied to the data so that all word sequences have uniform 
length, ensuring the compatibility of the data with the LSTM 
and GRU models used in this study [16][17]. 

http://www.kaggle.com/
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(a) (b) (c) 

   
(d) (e) (f) 

Fig. 3. Word cloud visualization from all categorie:(a) anger, (b) fear, (c) joy, (d) love, (e) sadness, (f) surprise 

D. Long Short-Term Memory (LSTM) 

The LSTM (Long Short-Term Memory) method is a type of 
Recurrent Neural Network (RNN) designed to address the 
vanishing gradient problem commonly encountered in 
traditional RNNs. In this study, LSTM is used to learn 
sequential data patterns, such as text. The LSTM process uses 
three main gates: the input gate, forget gate, and output gate. 
The input gate identifies important information from the words 
in the text sequence, which is stored in memory. The forget gate 
then discards irrelevant information that does not affect the 
classification process. Finally, the output gate integrates the 
information to establish relationships between words in the text 
sequence [18][19]. 

In its process, LSTM has two types of memory: cell state 
(long-term memory) and hidden state (short-term memory), 
which enable the network to learn long-term relationships 
between data in a time sequence [20]. The architecture of the 
LSTM model used in this study is explained in Table 2. The 
LSTM model starts with an Embedding Layer with a dimension 
of 128. It is followed by three LSTM layers: the first LSTM 
layer with 15 units, the second with 10 units, and the third with 
5 units. After that, a Dropout layer with a ratio of 0.5 is used to 
reduce overfitting. Finally, the model ends with a Dense layer 
using 6 units and a Softmax activation function. 

TABLE II. LSTM MODEL ARCHITECTURE 
 

Layer Properties 

Embedding input_dim=5,000, output_dim=128, input_length=max_length 

1st LSTM units=15, return_sequences=True 

2nd LSTM units=10, return_sequences=True 

3rd LSTM units=5, return_sequences=False 

Dropout rate=0.5 
Dense units=6, activation=Softmax 

E. Gate Recurrent Unit (GRU) 

The GRU method is a part or variation of LSTM that has a 
simpler architecture with only two types of gates: the reset gate 
and the update gate. The reset gate controls how much past 
information needs to be forgotten. Meanwhile, the update gate 
controls how much new information should be added and also 
determines how much old memory should be retained 

[21][22]. 
The GRU method is lighter compared to LSTM because 

GRU combines the cell state and hidden state into a single 
vector, making the computation process more efficient. 
Although the GRU architecture is simpler, it is still possible for 
GRU to provide better performance in emotion analysis and 
classification tasks. Table 3 explains the architecture used to 
build the GRU model with the same number of layers and units 
as the LSTM model. The number of units in each LSTM and 
GRU layer was selected based on experiments to achieve a 
balance between model complexity and performance. Gradual 
reduction of units improved generalization. A dropout rate of 
0.5 was applied to prevent overfitting, while a Dense layer with 
6 units and Softmax activation was used to classify data into 6 
emotion categories. 

TABLE III. GRU MODEL ARCHITECTURE 
 

Layer Properties 

Embedding input_dim=5,000, output_dim=128, input_length=max_length 

1st GRU units=15 

2nd GRU units=10 

3rd GRU units=5 

Dropout rate=0.5 
Dense units=6, activation=Softmax 

F. Model Evaluation 

The technique used for evaluation is the confusion matrix, 
which is a table containing four combinations of values between 
predicted and actual outcomes. These four combinations are 
True Positive (TP), True Negative (TN), False Positive (FP), 
and False Negative (FN). Through these combinations, we can 
calculate accuracy, precision, recall, and F-measure. The 
calculations for these values can be explained as shown in Table 
4 [23][24][25]. 

 
TABLE IV. [22]EVALUATION MATRIX 

 

 

 

 

Matrix Equation 

Accuracy 
𝑇𝑃 + 𝑇𝑁 

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁 

Precision 
𝑇𝑃 

𝑇𝑃 + 𝐹𝑃 

Recall 
𝑇𝑃 

𝑇𝑃 + 𝐹𝑁 
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F1-Score 

1 
𝐹𝛽 = 

𝛽 × 
 1  

+ (1 − 𝛽) × 
  1  

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑟𝑒𝑐𝑎𝑙𝑙 
 

III. RESULT AND DISCUSSION 

In this section, the results and testing of the model are 
explained based on the architecture designed using the LSTM 
and GRU methods. Tables 5 and 6 show the confusion matrix 
values for the LSTM and GRU models in classifying emotions. 
The categories Joy and Sadness have the highest accuracy 
values in both models, with correct predictions of 13,774 and 
11,503 for LSTM and then 14,081 and 11,822 for GRU, 
respectively. Using these confusion matrix values, the model's 
performance in predicting each emotion category is calculated 
using accuracy, precision, recall, and F1-score. 

Table 7 shows a comparison of the performance calculation 
results for accuracy between the LSTM and GRU models. The 
accuracy for the LSTM model is 93%, while the GRU model 
achieves 94%, which is slightly higher than that of LSTM. 
These results indicate that both models perform very well in 
emotion classification. Although the difference in results is 
minimal, GRU demonstrates a slight advantage in processing 
text data compared to LSTM. 

Next, the performance results for precision, recall, and F1- 
score of the models are shown in Table 8, Table 9, and Table 
10. It can be observed that the GRU model outperforms the 
LSTM model in several emotion categories. The precision 
value of GRU for the Love and Surprise categories reaches 
100%, and the recall value for the Love category also reaches 
100%. These results indicate that the GRU model has an 
advantage over LSTM in processing text data for emotion 
classification. 

TABLE V. CONFUSION MATRIX – LSTM MODEL 

 

 
 

 

TABLE IX. MODEL RECALL PERFORMANCE 
 

Label 
LSTM 

(%) Recall 
GRU 

(%) Recall 

Anger 93 93 

Fear 95 92 

Joy 97 100 

Love 75 72 
Sadness 96 98 

Surprise 64 63 

 

TABLE X.  MODEL F1-SCORE PERFORMANCE 
 

Label LSTM 
(%) F1-Score 

GRU 
(%) F1-Score 

Anger 93 94 

Fear 89 90 

Joy 95 96 

Love 82 84 

Sadness 97 97 
Surprise 75 77 

Figures 4 and 5 show the visualization of metrics for the 
LSTM and GRU models, including training accuracy and 
training loss. The training accuracy of the models (Figures 4.a 
and 5.a) shows an improvement as the number of epochs 
increases, indicating that the models are learning from the data 
used for training. Meanwhile, the training loss of the models 
(Figures 4.b and 5.b) shows a reduction in the model's error in 
performing the classification. Overall, these metrics 
demonstrate good performance of the LSTM and GRU models 

   in emotion classification. 
To obtain more comprehensive results, a comparison is 

made by testing several other machine learning methods. Table 
11 presents a comparison of model performance based on 
evaluation metrics such as accuracy, recall, precision, and F1-
score. Based on the results of the tests, it can be concluded that 
the GRU method achieved the highest accuracy compared to 
other methods in classifying emotions on social media. 

 
TABLE XI. COMPARISON OF MODEL PERFORMANCE 

TABLE VI. CONFUSION MATRIX – GRU MODEL  
Accuracy 

 

Precision 

 

Recall 
F1- 

 Anger Fear Joy Love Sadness Surprise Model 
(%) (%) (%) 

Score 

Anger 5,260 139 25 0 243 0 GRU 94 94 94 
(%) 
94 

Fear 172 4,473 7 0 197 0 LSTM 93 93 93 93 
Joy 24 12 14,081 5 16 4 BiLSTM 93 94 93 93 

Love 1 1 978 2,515 0 0 XGBoost 87 88 87 87 
Sadness 112 64 13 1 11,822 0 Random Forest 86 86 86 86 
Surprise 0 425 126 0 14 951 DT 84 84 84 84 

 

TABLE VII. MODEL ACCURACY PERFORMANCE 
 

Method Accuracy (%) 

LSTM 93 
GRU 94 

 

TABLE VIII. MODEL PRECISION PERFORMANCE 

Naive Bayes 83 85 83 82 

AdaBoost 58 60 58 59 

KNN 49 75 50 52 

 Anger Fear Joy Love Sadness Surprise 

Anger 5,276 206 26 0 156 0 

Fear 138 4,614 15 0 39 43 

Joy 10 15 13,774 280 25 38 

Love 1 1 884 2,609 0 0 

Sadness 263 208 22 3 11,503 13 
Surprise 0 422 119 0 12 963 

 

Anger 93 94 

Fear 84 87 
Joy 93 92 

Love 90 100 

Sadness 98 96 
Surprise 91 100 
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Label 
LSTM 

(%) Precision 
GRU 

(%) Precision 
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(a) (b) 

Fig. 4. Visualization of metrics for LSTM: (a) training accuracy, 

(b) training loss 

 

 

 

 

 

 

 

 

(a) (b) 

Fig. 5. Visualization of metrics for GRU: (a) training accuracy, 
(b) training loss 
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Abstract—The distance existed due to the COVID-19 pandemic 

drove people to utilize collaboration tools to continue 

communication, coordination, and collaboration. The increasing 

use of collaboration tools during WFH impact on our way of 

working. The collaboration tools also offer efficiencies, allow 

workers to break silos, and increase the quality of communication 

at the company-wide level. As we recover from the pandemic, the 

government revoked the social distancing policy and it is assumed 

to influence the continued use of collaboration tools as people fully 

carry out their activities face-to-face again. This study aims to 

understand the continuance usage of collaboration tools after no 

more social distancing. This study also seeks to identify the factors 

influencing the ongoing use of collaboration tools by integrating 

the Technology Acceptance Model (TAM) and Expectation 

Confirmatory Model (ECM). The method of data analysis 

employed was the partial least squares structural equation model 

(PLS-SEM). The findings indicated that most of 437 respondents 

kept using collaboration tools after no more social distancing. 

However, there was a decrease in the frequency of use. Our study 

findings have also proved that Actual Continued Usage is 

influenced by Continuance Intention by 43%. Factor that 

influences continuance intention the most is the attitude toward 

using collaboration tools, which is influenced by users’ perceived 

usefulness of the collaboration tools. The results of this study also 

support the integration of TAM and ECM to examine user 

intentions and behavior regarding the continuance use of a 

technology. 

Keywords—Social Distancing; Collaboration Tools; ECM; 

TAM; PLS-SEM 

I. INTRODUCTION 

On March 11, 2020, the World Health Organization (WHO) 
issued the Public Health Emergency of International Concern 
(PHEIC) status for COVID-19. The Indonesian government 
responded by enacting the Social Distancing policy on March 
31, 2020, because the country had a comparatively high number 
of COVID-19 cases and deaths. This policy limited people's 
activities, including work and school activities. Throughout 
2020 until the first half of 2022, teaching and learning activities 
and work activities in Indonesia were mainly carried out from 
home. Not only in Indonesia, since the COVID-19 pandemic 
started, several large companies in the United States, China, and 
Japan have also embraced Work From Home (WFH) [1]. 

The distance that existed during WFH due to the pandemic 
raises challenges to communication and coordination among 
workers. Therefore, people are looking for ways to utilize 

various software to continue communication, coordination, and 
collaboration while doing WFH. Software that enables two or 
more people to work together virtually on a project regardless 
of where they are physically located is called collaboration tools 
[2]. Collaboration tools are intended to make multi-person work 
easier. They enable people to work together on projects, share 
files, diagrams, photos, papers, and other materials, edit an 
object or file simultaneously, and view the most recent version 
of the editing or the same content [2]. Collaboration tools are 
divided into several types of categories, which are 
communication (e.g., Slack, Discord) [3], video conference 
(e.g., Zoom, Google Meet, Microsoft Teams) [3][4][5], cloud 
storage (e.g., Google Drive, Microsoft OneDrive, Dropbox) 
[4][6], document construction (e.g., Google 
Docs/Sheets/Slides) [5], project management (e.g. Jira, Trello, 
Asana) [2][3], online calendar (e.g. Google Calendar, Microsoft 
Outlook) [6][7], design (e.g. Figma, Canva, Sketch) [8][9], and 
software development (e.g. GitHub, GitLab, Bitbucket) [3]. 

Data shows that there has been an increase in the use of 
collaboration tools due to social distancing during the 
pandemic. A study [4] that surveyed German workers shows 
that 80.7% of respondents' digital tool usage increased during 
the home office or WFH due to the COVID-19 pandemic. The 
digital tools are video conference and project management tools 
[4]. Meanwhile, the software development team in the United 
States increasingly adopted Slack as a collaboration hub during 
remote work due to the COVID-19 pandemic [10]. In 
Indonesia, based on a survey conducted by [11], there has also 
been an increase in the duration of internet use during the 
pandemic to work or to do school from home, and the most used 
app for online meetings is Zoom. 

The increasing use of collaboration tools triggered by the 
shift to WFH during the social distancing has had a remarkable 
impact on our way of working, especially in communicating 
and collaborating. Experiences of using collaboration tools 
make workers no longer rely on face-to-face interaction to 
discuss [10]. Collaboration tools allow workers to break silos 
[2] and increase the quality of communication at the company-
wide level [6]. They also improve the habit of documenting, 
organizing, and sharing across the team  [2]. Realizing the 
efficiencies offered by the remote-working concept using 
collaboration tools, many companies restructure their way of 
working and transform their working environment [4], as was 
done by the Indonesian Ministry of Finance, which adopted 
WFH during the pandemic to become permanent Flexible 
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Working Space and Hours as the new way of agile working [1]. 
In short, the sustainable use of collaboration tools brings many 
benefits to the company, mainly to stay competitive. 

However, as the conditions of the COVID-19 pandemic got 
better, since the second half of 2022, the Indonesian 
government has allowed people to return to the office and 
school. In the end, on December 30, 2022, the Indonesian 
government revoked the Social Distancing policy, so people 
fully carry out their activities face-to-face again. Therefore, it 
comes to a question: will collaboration tools still be used after 
no more social distancing? Some researchers expect the 
increased use of technology during the pandemic will persist 
even after the pandemic has ended [4][10]. Nevertheless, 
several researchers argue that although people initially embrace 
technology, they may eventually stop using it [12]. Thus, this 
study investigates whether people continue to use collaboration 
tools even after no more social distancing due to the COVID-
19 pandemic. Another purpose of this research is to determine 
what factors affect people's continued use of collaboration 
tools. 

Previous research on collaboration tool continuance are 
limited by a particular category or software. For example, [13] 
and [14] restricted their study to the continuance use of video 
conferencing apps, [15] only focused on the continuance of 
cloud storage service, and [12][16] examined the continuance 
use of Google Docs only. Meanwhile, the use of collaboration 
tools can't be limited to specific categories because the use of 
collaboration tools usually combines several types, as 
mentioned in previous studies like [1],[4], or [10]. This research 
comprehensively examines the continuance of collaboration 
tools without being limited to specific categories or software. 
Additionally, this study looks at the ongoing use of 
collaboration tools to ascertain whether there have been any 
changes in their usage following the end of the COVID-19 
pandemic. This research extends the literature regarding 
collaboration tools and the continuance usage of technology, 
especially thriving technologies during the COVID-19 
pandemic. 

Most studies on the continuance of collaboration tools use 
the Technology Acceptance Model (TAM)  [12][17][15] and 
the Expectation Confirmatory Model (ECM) [13][16] as the 
research model. TAM is mainly used to determine factors 
contributing to users' initial acceptance and rejection of 
technology [18]. On the contrary, the ECM model focuses more 
on factors influencing user retention and loyalty to technology 
after the initial acceptance [19]. Although there are differences 
in perspective between TAM and ECM, both are designed to 
explain various aspects of user perception of system 
continuance. According to [19], TAM can also be used to 
examine sustainability intentions and behavior after the initial 
use of a technology. Moreover, there is an intersection between 
the ECM and TAM constructs, namely the Perceived 
Usefulness. Therefore, this research proposes the integration of 
ECM and TAM to examine the continued use of collaboration 
tools after social distancing. The integration is expected to 
provide additional information and increase understanding 
regarding the continuance use of a system [24].  

 

II. METHODOLOGY 

A. Research Model and Hypotheses 

Several previous studies on the continuance of collaboration 
tools used the TAM as the research model, for example, 
research conducted by [12] to determine the factors that 
influence the continued use of Google Docs from the 
perspective of students in Taiwan. Using TAM as a basis, 
research [17] examines the influence of trust and risk variables 
on cloud storage usage, specifically Google Drive, in Indonesia. 
Then, a study by [15] discusses the intention to continue using 
cloud storage in Taiwan using the Task-Technology Fit (TTF) 
and TAM models and adds opinions of reference groups and 
privacy risk variables. Other research used the ECM as the 
research model. The study conducted by [13] used the ECM 
model with the addition of several other variables to determine 
the factors influencing the satisfaction and continuance of video 
conferencing in Indonesia. At the same time, research [16] used 
the ECM model by adding prior experience and IT skills 
variables to investigate factors influencing perceptions of 
acceptance of Google Docs with the case study in the United 
States. 

However, several research combined TAM and ECM into 
one research model. Previous research by [20] used TAM and 
ECM integration to predict the intention of continuing web-
based video conferencing for teaching in the post-COVID-19 
period from the perspective of academic staff in the United 
Kingdom (UK). Other studies used ECM and TAM integration 
to understand the continuance of e-learning [21], ride-hailing 
apps [22], and cloud-based hospital information systems [23]. 
Although unrelated to collaboration tools, [21], [22], and [23] 
show the ability of TAM and ECM integration to explain 
various aspects of user perception regarding the continuance 
usage of a technology. 

 

Fig. 1. Research Model.  

The research model is based on the integration of the 
Technology Acceptance Model (TAM) and the Expectation 
Confirmation Model (ECM), as depicted in Figure 1. This 
model comprises key constructs such as Perceived Usefulness, 
Perceived Ease of Use, Attitude, and Continuance Intention, 
which are essential for understanding user behavior regarding 
collaboration tools. Based on the research model, we developed 
the following hypotheses. 

H1a: Users’ perceived ease of use positively affects their 
perceived usefulness of collaboration tools.  
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According to [24][25][26], Perceived Usefulness is the measure 
of how users see the advantages of utilizing collaboration tools. 
At the same time, the term Perceived Ease of Use describes how 
users feel about how simple it is to use collaboration tools [24]. 
Perceived Ease of Use affects Perceived Usefulness in TAM. 
Theoretically, users consider technology to be beneficial when 
they find it convenient [24][25]. This hypothesis is also stated 
in [12][17][20]. 

H1b: Confirmation of the expected performance of 
collaboration tools positively affects users’ perceived 
usefulness.  

When a user compares the performance they expect from 
collaboration tools with the performance they actually 
experience, that user's suitability assessment is known as 
Confirmation [26]. According to ECM, Confirmation boosts the 
user's perception of its usefulness [26]. Previous research by 
[13] and [20] has also confirmed the impact of Confirmation on 
Perceived Usefulness. 

H2a: Users’ perceived ease of use positively affects their 
attitude toward using collaboration tools. 

H2b: Users' perceived usefulness positively affects their 
attitude toward using collaboration tools. 

Users' attitudes toward using collaboration tools are influenced 
by their salient beliefs about the outcomes of their actions [24]. 
The presumption is that users’ perceived usefulness and ease of 
use positively affect their attitudes toward using the 
collaboration tools. If users’ perceive the ease of use and 
advantages of using the collaboration tools, users' attitudes 
toward the tools will be more positive [12][17][24]. 

H3a: Perceived usefulness positively affects users' intention 
to use collaboration tools. 

H3b: Attitude toward using collaboration tools positively 
affects users' intention to use them. 

The user's intention to keep using collaboration tools is known 
as continuance intention [25][26]. Users’ perceived usefulness 
and attitude toward using collaboration tools are believed to 
affect users’ continuance intention directly. Users will intend to 
keep using collaboration tools if they perceive the advantages 
of the tools [13][15][20][27]. Similarly, the user's intention to 
continue will be influenced by their positive attitude toward 
using collaboration tools [12][17][25]. 

H3c: Users’ satisfaction with collaboration tools positively 
affects their continuance intention to use the tools. 

Satisfaction is a pleasurable or positive emotional state 
resulting from collaboration tools [26]. According to ECM, user 
satisfaction plays a significant role in determining the user's 
Continuance Intention [13][12][27]. 

H4a: Perceived usefulness positively affects users’ 
satisfaction with collaboration tools. 

H4b: Confirmation of the expected performance of 
collaboration tools positively affects users’ satisfaction. 

Perceived Usefulness is considered to affect Continuance 
Intention, and therefore, Perceived Usefulness is expected to 

influence Satisfaction as well [26]. In other words, if users feel 
that using collaboration tools is beneficial, they will be satisfied 
with them. This hypothesis also has been hypothesized by 
[13][20][27]. Besides that, the compliance between user 
expectations and user experiences when using collaboration 
tools is expected to increase user satisfaction [26]. The 
influence of Confirmation on Satisfaction has also been 
previously hypothesized by [13],[20], and [27]. 

H5: Users’ continuance intention positively affects actual 
continued usage of collaboration tools. 

The last hypothesis, Continuance Intention, significantly 
influences the Actual Continued Usage of collaboration tools 
[25]. If users intend to use a particular technology, they will use 
it [17][28]. 

B. Research Instrument 

. Validated items from prior studies were utilized to define 
the measurement items for each construct in the research model. 
Each item was modified to align with the specific context of this 
study. All items were scored on a five-point Likert scale. To 
ensure clarity, a draft questionnaire was pre-tested with nine 
respondents similar to the target population. Detailed items are 
available in the Appendix. 

C. Data Collection Method 

 This study targets Indonesians who have used collaborative 
tools since March 2020, with "After Social Distancing" defined 
as post-December 30, 2022, when the Indonesian government 
revoked the Social Distancing policy. Data were collected over 
15 days from May 1 to May 15, 2023, using online 
questionnaires. A non-probability convenience sampling 
technique was employed due to the unknown population size, 
facilitating rapid participant recruitment [29]. 

For sample size determination, we follow the Ten Times 
rule for PLS-SEM [30][31], requiring a minimum of 30 
respondents based on the maximum number of arrows to the 
latent variable. However, using Cochran's formula stated in 
formula (1), we calculated a minimum sample size of 385 to 
ensure statistical robustness. 

𝑛 =
(𝑧𝛼∗ 2⁄ )2 𝑝 𝑞

𝑒2                                 (1) 

where 𝑛 is the minimum sample needed, 𝑧 is the value in the 
Normal Distribution curve for deviation 𝛼∗, 𝑝 is the probability 
of using collaboration tools, 𝑞 is the probability of not using 
collaboration tools, and 𝑒 is the margin of error [29]. The 𝛼∗ 
deviation used in this study was 5%, so the z(0.025) was 1.96. 
The chance that someone uses and does not use collaboration 
tools is assumed to be 50%. The margin of error used is 5%.  

D. Data Analysis Method 

Data analysis was conducted using PLS-SEM, chosen for its 
effectiveness in evaluating complex models. The analysis 
involved two main stages: measurement model evaluation  and 
structural model evaluation. 
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Measurement Model Evaluation 

This stage assesses the validity and reliability of the 
research model through four evaluations: 
1. Indicator Reliability: Assessed via Outer Loading, with 

acceptable values above 0.7 [31]. 

2. Internal Consistency Reliability: Evaluated using 

Cronbach’s Alpha and Composite Reliability, both 

requiring a minimum threshold of 0.7 [30]. 

3. Convergent Validity: Measured by Average Variance 

Extracted (AVE), with an acceptance limit of 0.5 [30]. 

4. Discriminant Validity: Assessed through Cross Loading 

and Fornell-Larcker criteria [30]. 

Structural Model Evaluation 
The inner model evaluation explores construct relationships 

and includes: 
1. Collinearity Assessment: Evaluated by Variance Inflation 

Factor (VIF), with values below 5 indicating no 

multicollinearity. 

2. Path Coefficient Analysis: Hypotheses are supported if t-

statistics exceed critical values and p-values are below 

0.05. 

3. Coefficient of Determination (R²): Indicates prediction 

accuracy, with values of 0.75, 0.5, and 0.25 signifying 

strong, moderate, and weak correlations, respectively. 

III. RESULT AND DISCUSSION 

A. Demographic Information 

From the data collection stage, 437 responses were 
obtained, with 403 valid entries from 164 males and 237 
females. Table 1 displays the demographic information of the 
participants. Most of the respondents, 75.4%, were between the 
ages of 18 and 25.  Most respondents were also domiciled and 
worked/studied in Java (76.9%). From the occupation status, it 
can be seen from Table 1 that half of the respondents (59.6%) 
are workers who work as civil servants (excluding 
teachers/lecturers). From educational background, most 
respondents of this research have completed diploma 4 or a 
bachelor’s degree. 

TABLE I.  RESPONDENT CHARACTERISTICS 

Variable Indicator Frequency Percentage 

(%) 

Gender 
Male 164 40.9 

Female 237 59.1 

Age 

<18 years old 6 1.5 

18-25 years old 304 75.4 

26-35 years old 48 11.9 

36-45 years old 20 5 

46-55 years old 19 4.7 

>55 years old 6 1.5 

Domicile Sumatera 40 9.9 

Variable Indicator Frequency Percentage 

(%) 

Java 310 76.9 

Bali & Nusa Tenggara 13 3.2 

Kalimantan 27 6.7 

Sulawesi 10 2.5 

Maluku 2 0.5 

Papua 1 0.2 

Education 

Elementary School 0 0 

Junior High School 0 0 

Senior High School 113 28 

Diploma 1/Diploma 3 39 9.7 

Diploma 4/Bachelor 219 54.3 

Magister 32 7.9 

Doctor/PhD 0 0 

Occupation Status 

Not Working 30 7.4 

Student 133 33 

Work 240 59.6 

Occupation 

Civil Servant (Exclude 

Teacher/Lecturer) 
108 45 

Private Employees 54 22.5 

Entrepreneur 9 3.8 

Freelancer 21 8.8 

Teacher/Lecturer 29 12.1 

Other 19 7.9 

Location of 

School/ College/ 

Work 

Sumatera 35 9.4 

Java 287 76.9 

Bali & Nusa Tenggara 11 2.9 

Kalimantan 26 7 

Sulawesi 11 2.9 

Maluku 2 0.5 

Papua 1 0.3 

B. Outer Model Evaluation 

The purposes of evaluating the measurement or outer model 
is to assess the validity and reliability of the proposed research 
model. The evaluation consists of 4 stages: indicator reliability, 
internal consistency reliability, convergent validity, and 
discriminant validity. Table 2 shows the Outer Loading, 
Cronbach's Alpha, and Composite Reliability for the first, 
second, and third evaluation. Two indicators had outer loading 
values below 0.7, namely PEOU2 and CI2. Therefore, these two 
indicators should be considered for removal by analyzing the 
impact of removal on the Composite Reliability and AVE [30]. 



 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 01, PP 55-62 
 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2295, Copyright ©2025 

Submitted : October 10, 2024, Revised : November 10, 2024, Accepted : December 12, 2024, Published : January 31, 2025 

59 

 

Because there was no significant change in the Composite 
Reliability and AVE values before and after removing the 
PEOU2 and CI2 indicators, shown in the last three columns in 
Table 2, these two indicators are still used in this study. 
Including PEOU2 and CI2 didn’t impact the Composite 
Reliability and AVE values; for all constructs, Composite 
Reliability and AVE values have met the threshold. Moreover, 
several studies show that an indicator with an outer loading 
value below 0.7 is still acceptable as long as the value is above 
0.5 [33][15][21]. 

TABLE II.  OUTER LOADING, CR, CA, AND AVE VALUES 

Variable Indicator 
Outer 

Loading 

After PEOU2 and CI2 

Removal 

CR CA AVE 

Perceived 

Ease of Use 

PEOU1 0.833 

0.835 0.884 0.604 

PEOU2 0.691 

PEOU3 0.739 

PEOU4 0.740 

PEOU5 0.826 

PEOU6 0.821 

Perceived 

Usefulness 

PU1 0.764 

0.894 0.919 0.656 

PU2 0.861 

PU3 0.841 

PU4 0.825 

PU5 0.836 

PU6 0.723 

Confirmation 

CONF1 0.827 

0.829 0.897 0.745 CONF2 0.864 

CONF3 0.897 

Satisfaction 

SAT1 0.889 

0.850 0.909 0.769 SAT2 0.874 

SAT3 0.869 

Attitude 

Toward 

Using 

ATT1 0.872 

0.804 0.884 0.718 ATT2 0.864 

ATT3 0.805 

Continuance 

Intention 

CI1 0.802 

0.800 0.883 0.715 
CI2 0.614 

CI3 0.863 

CI4 0.835 

Actual 

Continued 

Usage 

ACU1 0.926 
0.849 0.930 0.869 

ACU2 0.938 

Note: CR=Composite Reliability, CA=Cronbach's Alpha, the red color 

indicates the outer loading value below 0,7 

TABLE III.  FORNELL-LARCKER VALUE 

 ACU ATT CI CONF PEOU PU SAT 

ACU 0.932       

ATT 0.506 0.848      

CI 0.656 0.555 0.784     

CONF 0.327 0.576 0.398 0.863    

PEOU 0.396 0.550 0.335 0.539 0.777   

PU 0.437 0.600 0.476 0.585 0.613 0.810  

SAT 0.494 0.705 0.537 0.640 0.663 0.663 0.877 

 

Last, the fourth evaluation was discriminant validity by 
looking at the Fornell-Larcker value. It is evident from Table 3 
that every construct's Fornell-Larcker value in our research 
model satisfies the necessary criteria. In conclusion, from the 
four stages of measurement model evaluation, all measurement 
items of each construct in this research have good validity and 
reliability. The AVE value > 0.5 shows that all measurement 
items can explain more than 50% of the construct. 

C. Inner Model Evaluation 

The inner model describes how research constructs relate to 
one another [32]. The first step of inner model evaluation was 
checking collinearity by looking at the variance inflation factor 
(VIF) value. The VIF value must be below 5 to ensure no 
multicollinearity issues in the research model [32]. VIF values 
of all indicators in this study are below 5, meaning there is no 
multicollinearity problem in this research model.  

The next step was assessing the path coefficient value to 
describe the hypothetical relationship between the research 
constructs [30]. Table 4 shows that the t-statistics of all 
variables are more than z(0.05)=1.64, and the the p-value of 
path coefficient values for all variables are less than 0,05, which 
means that the hypothetical relationship between the research 
constructs is statistically significant. Based on the evaluation of 
R2 involving 5 endogenous variables, it can be seen that the 
value of R2 is between 0.360 and 0.536 (Table 5). This value is 
considered a moderate to strong relationship [32]. The Q2 value 
in Table 5 also shows that the exogenous variables in this study 
have an excellent predictive relevance to the endogenous 
variables. 
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TABLE IV.  PATH COEFFICIENT VALUE 

Hypothesis Path 

Coefficient 

t-statistics p-value Sig. 

H1a PEOU→PU 0.420 8.574 2.8422E-14 Yes 

H1b CONF→PU 0.358 6.879 9.0097E-12 Yes 

H2a PEOU→ATT 0.292 5.753 7.6349E-09 Yes 

H2b PU→ATT 0.421 8.096 2.8422E-14 Yes 

H3a PU→CI 0.140 2.313 0.01056 Yes 

H3b ATT→CI 0.314 4.875 7.3235E-07 Yes 

H3c SAT→CI 0.222 2.898 0.00196 Yes 

H4a PU→SAT 0.439 8.492 2.8422E-14 Yes 

H4b CONF→SAT 0.383 8.392 2.8422E-14 Yes 

H5 CI→ACU 0.656 21.105 2.8422E-14 Yes 

TABLE V.  R2
 AND Q2

 VALUES 

Variable R2 Q2 

Perceived Usefulness 0,467 0,300 

Satisfaction 0,536 0,407 

Attitude Toward Using 0,413 0,289 

Continuance Intention 0,360 0,209 

Actual Continued Usage 0,430 0,368 

D. Use of Collaboration Tools 

From 403 valid responses, 401 or 99.5% of respondents still 
use collaboration tools after revoking the social distancing 
policy. Only two respondents stopped using the collaboration 
tools because their jobs didn’t need them. This data indicates 
that most people still sustainably use collaboration tools even 
after no longer engaging in social distancing. However, the 
collected data shows that the frequency of using collaboration 
tools decreases. After social distancing, most respondents use 
collaboration tools 2-3 times a week with a duration of less than 
4 hours per use. This frequency has decreased significantly 
compared to the period when social distancing policy was still 
imposed, where most respondents usually used collaboration 
tools more than once a day for 4 to 9 hours. Although there is a 
decrease in the use of collaboration tools, in the future, 
collaboration tools may replace face-to-face as the primary 
media of collaboration or meetings. This presumption is 
indicated from the response to the CI2 measurement item: "I 
intend to continue using collaboration tools than any alternative 
(face-to-face)". Only 21.09% of all respondents answered 
Disagree and Very Disagree with that question item. 

 

Fig. 2. Most Used Collaboration Tools Based on Category 

Then, the categories of collaboration tools that respondents 
most frequently used were video conferencing, cloud storage, 
and document construction. As shown in Figure 2, there is no 
difference in the collaboration tools most frequently used 
during and after social distancing. More specifically, the most 
commonly used software in each video conferencing, cloud 
storage, and document construction category are Zoom, Google 
Drive, and Google Docs. 

E. Factors Influencing Continuance Intention 

The purpose of this study is also to find out the factors that 
influence the intention of the Indonesian people to continue 
using collaboration tools after social distancing due to the 
COVID-19 pandemic. This study proves that the use of 
collaboration tools or Actual Continued Usage (ACU) after 
social distancing was influenced by the user's Continuance 
Intention (CI) by 43% (can be seen from R2 in Table 5). 
Previously, in TAM, it was stated that people's intention affects 
their future acceptance of the systems [24]. Our research 
finding shows that intention also influences post-acceptance use 
as it affects the actual continued usage. 

Meanwhile, the Continuance Intention itself is influenced 
by Perceived Usefulness (PU), Attitude Toward Using (ATT), 
and Satisfaction (SAT) towards the collaboration tools. In Table 
4, among the path coefficient value of H3a, H3b, and H3c, the 
path coefficient value of H3b is the greatest, followed by H3c 
and H3a. It means that the Attitude Toward Using is the factor 
that most influences continuance intention to use collaboration 
tools, followed by Satisfaction and Perceived Usefulness. This 
finding is similar to previous research by [12] and [17], which 
explains that user attitudes affect the user's intention to continue 
using the system. The attitude toward using collaboration tools 
itself is influenced by Perceived Usefulness and Perceived Ease 
of Use (PEOU), which was also proven in research by [12] and 
[17]. Although both factors significantly and positively affect 
attitude toward using collaboration tools, users’ perceived 
usefulness has a more significant role than users’ perceived ease 
of use of using the collaboration tools. 

Furthermore, Satisfaction is positively influenced by 
Perceived Usefulness and Confirmation (CONF). In this study, 
Perceived Usefulness has a more significant role in Satisfaction 
when compared to Confirmation, as can be seen from the path 
coefficient in Table 4. This result is following previous research 
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by [13],[20], and [27]. If the user feels that using collaboration 
tools is beneficial, then the user will be satisfied with the 
collaboration tools. Last, Perceived Usefulness itself is 
influenced by Perceived Ease of Use and Confirmation of 
46.7%, as shown from R2 in Table 5. However, Perceived Ease 
of Use has a more significant influence than Confirmation, as 
shown in Table 4 by the greater path coefficient values. This 
means that if the user feels the easiness of using collaboration 
tools, then the user feels the benefits of using collaboration 
tools. Research using the TAM model that has been carried out 
by [12],[17],[20] also explains that perceived benefits are 
influenced by ease of use. 

IV. CONCLUSION 

This study aimed to examine the continuance of 
collaboration tool usage in Indonesia following the lifting of 
social distancing measures due to the COVID-19 pandemic. 
Our findings reveal that a significant majority of respondents 
(99.5%) continue to use these tools, albeit with a notable 
decrease in frequency and duration compared to the pandemic 
period. Specifically, respondents now use collaboration tools 2-
3 times a week for less than 4 hours, whereas during the 
pandemic, most utilized them more than once a day for 4 to 9 
hours. 

The analysis indicates that users' continuance intention, 
which influences ongoing usage by 43%, is primarily driven by 
their attitudes towards these tools. Furthermore, while both 
perceived usefulness and perceived ease of use affect user 
attitudes, perceived usefulness plays a more critical role. 

This research contributes to the integration of the 
Technology Acceptance Model (TAM) and the Expectation 
Confirmation Model (ECM) in understanding the sustainability 
of technology usage, particularly in the context of collaboration 
tools in Indonesia post-social distancing. However, it is 
important to note that the respondent distribution was 
concentrated in Java, suggesting a need for broader sampling in 
future research to enhance the generalizability of these findings. 
Future studies could explore different methodologies and 
geographic areas to provide a more comprehensive 
understanding of collaboration tool usage across Indonesia. 
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Abstract— This research is a continuation of the previous 

research, entitled "Development of Hydroponic Application based 

on Web and Internet of Things for the Community to Monitor pH 

and Total Dissolved Solids." Not only pH and Total Dissolved 

Solids (TDS) need to be monitored, but also temperature and 

humidity. This research aims to produce a temperature and 

humidity monitoring application (in addition to pH and TDS 

which already exist) in hydroponic cultivation and complete the 

dataset that supports smart agriculture. The research method 

includes literature study, hardware development using NodeMCU 

ESP8266 microcontroller and DHT11 sensor, web-based software 

development with JavaScript on the Front-End side, PHP on the 

Back-End side, Apache as Web Server, and MySQL as database 

management system (DBMS), as well as the implementation stage, 

integration, system testing and report writing. The results of the 

research show that the developed system can monitor temperature 

and humidity in real-time with a good level of accuracy. Not only 

that, this system can produce a hydroponic dataset that includes 

temperature and humidity parameters, which can be used for data 

analysis and improvement of hydroponic management. Thus, this 

study successfully expanded the scope of the hydroponic 

monitoring system by adding temperature and humidity 

parameters. This study contributes to optimizing the hydroponic 

cultivation system and supporting the development of data-based 

smart agriculture. Further research will integrate more 

monitoring parameters, conduct direct hydroponic cultivation 

trials, and apply artificial intelligence such as machine learning 

and deep learning to improve efficiency and effectiveness in 

hydroponic cultivation. 

Keywords—Dataset, Humidity, Internet of Things, Monitoring, 

Temperature 

I.  INTRODUCTION  

In the era of Industry 4.0, modern agriculture is undergoing 
significant transformation through the adoption of information 
technology to enhance efficiency and productivity. Among the 
most promising advancements shaping the future of farming is 
hydroponic cultivation [1]. This innovative method not only 
addresses the challenges posed by limited agricultural land, 
particularly in urban areas, but also provides a sustainable 
solution for crop production in environments where soil 
conditions are suboptimal for plant growth, such as vegetable 
farming [2].   

Hydroponic cultivation plays a vital role in meeting the 
demand for vegetables at both local and national levels, 
contributing to the broader objective of strengthening food 
security [3]. Furthermore, this agricultural approach aligns with 
Sustainable Development Goal (SDG) 2 — to eradicate hunger, 
achieve food security, improve nutrition, and promote 
sustainable agricultural practices [4].  

Ensuring the success of hydroponic cultivation relies 
heavily on the ability to continuously monitor and maintain 
optimal environmental parameters. Extensive researches have 
identified critical ranges for key variables such as pH, electrical 
conductivity (EC), temperature (both nutrient solution and 
ambient), aeration or dissolved oxygen (DO), growing media or 
substrates, lighting and artificial illumination, relative 
humidity, CO2 concentration, and plant-specific requirements 
[5].   

This research builds upon prior research entitled 
"Development of Hydroponic Application Based on Web and 
Internet of Things for the Community to Monitor pH and Total 
Dissolved Solids" [6]. The previous research successfully 
developed an Internet of Things (IoT)-based system capable of 
monitoring pH and TDS levels. However, temperature and 
humidity monitoring are not included, leaving a significant gap 
in ensuring comprehensive environmental control. Temperature 
and humidity significantly influence plant growth and 
productivity [7]. Rapid undetected changes in temperature or 
humidity can lead to reduced quality of plant growth, resulting 
in reduced quantity and quality of crop yields.   

To mitigate such risks, there is a pressing need for an 
accurate and real-time environmental monitoring system 
capable of safeguarding optimal growth conditions while 
generating historical datasets. These datasets not only facilitate 
comprehensive analysis but also serve as valuable inputs for 
artificial intelligence-driven agricultural innovations. In 
addition, the results of the review of articles in journals 
accredited by the Ministry of Research and Technology stated 
that there were no articles that specifically developed smart 
agriculture. [8] Thus, an accurate and real-time environmental 
monitoring system is needed for hydroponic cultivation to 
ensure that plant growth conditions remain optimal and that 
their history is recorded to support the realization of smart 
agriculture based on data. 
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To address these limitations, this follow-up research seeks 
to develop an IoT-based monitoring system capable of tracking 
temperature and humidity, thereby complementing the previous 
study. This system is anticipated to deliver real-time data, 
facilitating the optimization of hydroponic management while 
establishing an integrated dataset to support artificial 
intelligence-driven analysis—an essential component as smart 
farming continues to evolve [9].   

The Internet of Things (IoT) presents significant potential 
to enhance the efficiency and accuracy of monitoring and data 
collection processes. In this study, temperature and humidity 
sensors will be integrated with a microcontroller to capture and 
transmit data in real-time to a web application. The collected 
data will be systematically stored in a structured database, 
forming the foundation for a dataset to be further analyzed.   

The development of this system not only addresses the 
demand for more comprehensive environmental monitoring but 
also represents a critical step toward building a data-driven 
smart hydroponic framework. This framework will possess the 
adaptability to respond to environmental changes, contributing 
to the advancement of intelligent and sustainable agricultural 
practices. Thus, this research brings new innovations in IoT-
based hydroponic management, by expanding the scope of 
monitoring, developing a dataset-based system, and paving the 
way for the application of artificial intelligence in hydroponics. 
This research not only improves the efficiency and 
effectiveness of hydroponic farming, but also becomes a 
strategic step towards a more sustainable and technology-based 
smart agriculture. 

II. RESEARCH METHOD 

This research method consists of six phases: literature study, 
assembly of hardware, application development, 
implementation and integration, testing, and finally report 
writing, as shown in Figure 1. 

 
 

Fig. 1. Research method phases 

A. Literature Study 

Conducting a literature study to understand the basic 
principles of hydroponic farming, temperature and humidity 
measurement, Internet of Things (IoT), previous related studies, 
and application development. 

B. Assembly of Hardware 

The hardware used includes the DHT11 sensor (Figure 2) 
and the NodeMCU ESP8266 microcontroller (Figure 3). The 
DHT11 sensor is useful for measuring air temperature and 
humidity. DHT11 is chosen because it is inexpensive and 
sufficiently accurate, in addition to being readily available and 
widely used.  

 

Fig. 2. DHT11 sensor 
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Fig. 3. NodeMCU version 1 ESP8266 

The NodeMCU ESP8266 microcontroller is used to connect 
to Wireless Fidelity (Wi-Fi), enabling internet connectivity as 
part of the Internet of Things (IoT). It communicates with the 
sensor and the web server. The NodeMCU ESP8266 is chosen 
because it is affordable, easily obtainable, and meets the needs 
of this research.  

 

 

Fig. 4. Typical Application [10] 

In Figure 4, the method of connecting the DHT11 sensor to 
the Micro-computer Unit (MCU) or single-chip computer is 
shown. The DHT11 sensor is connected to the NodeMCU, and 
a program is created to facilitate communication between the 
DHT11 sensor and the web server. The microcontroller collects 
data from the DHT11 sensor and sends it to the web server 
where the web application resides. 

The program is developed using the Arduino IDE and 
written in the C++ programming language. It is subsequently 
embedded into the ESP8266 microcontroller, which then 
executes the instructions as specified within the program. 

C. Aplication Development 

The application development adheres to the Patas model, as 
illustrated in Figure 5. This model comprises six phases: user 
requirements, selection of devices, modification, evaluation, 
implementation, and maintenance. The Patas model is selected 
due to its suitability for this research, which involves a small 
team, demands rapid completion, and is conducted on a limited 
scale.   

The developed application is a web-based system for 
monitoring temperature and humidity, serving as an extension 
of the previous research application that monitored pH and TDS 

levels. This application displays sensor data and humidity 
measurements collected from the DHT11 sensor, which are 
stored in a database. The data is presented in tabular form, while 
summarized information, including average values, is 
visualized on a dashboard.   

The application is composed of two sides: the Front-End 
and Back-End. The Front-End is developed using HTML, CSS, 
and JavaScript, ensuring an interactive and user-friendly 
interface. The Back-End is built with PHP, managing the logic 
and data processing. MySQL is used as the database 
management system (DBMS), with Apache serving as the web 
server. The development process encompasses database design, 
user interface creation, coding, and the implementation of 
features to monitor and record temperature and humidity data.   

The application is designed to be fully responsive, allowing 
seamless access through web browsers on various devices, 
including personal computers, laptops, smartphones, and 
tablets, thereby ensuring flexibility and ease of use across 
different platforms. 

 

Fig. 5. Patas model [11] 

The database design has been enhanced by incorporating 
temperature and humidity attributes into the existing schema 
from previous research. This expansion enables the recording 
of four essential parameters: pH, TDS, temperature, and 
humidity. In parallel, the user interface has been refined to 
accommodate the newly added temperature and humidity 
metrics, complemented by corresponding dashboard displays to 
ensure comprehensive data visualization. 

D. Implementation and Integration 

This phase involves the implementation and seamless 
integration of both hardware—comprising the DHT11 sensor 
and the NodeMCU ESP8266 microcontroller—and software, 
specifically the web-based monitoring application. The process 
adheres to the architectural framework depicted in Figure 6. 
The monitoring and data collection application based on web is 
deployed on an Apache web server and connected to a MySQL 
database. The NodeMCU ESP8266 is configured and 
establishes communication with the Apache web server over 
the Internet, ensuring continuous data transmission and 
synchronization between the hardware and software 
components. 
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Fig. 6. Architecture for data collection and monitoring of hydroponic 
cultivation 

E. Testing 

The monitoring application, integrated with sensors and the 
microcontroller, undergoes rigorous testing to ensure seamless 
hardware-software connectivity. This testing process verifies 
that measurements are consistently recorded in the database at 
regular intervals and that temperature and humidity data are 
accurately presented in both tabular and dashboard formats. If 
a problem occurs, resolve it immediately.  

Figure 7 illustrates the testing environment, where the 
DHT11 sensor is positioned within a hydroponic container 
utilizing a wick system, while the NodeMCU ESP8266 is 
securely enclosed. The DHT11 sensor continuously captures 
ambient temperature and humidity levels at the hydroponic 
cultivation site. The NodeMCU ESP8266 transmits the 
collected data via Wi-Fi to an Apache web server, where it is 
systematically stored in a MySQL database. Users can monitor 
this data in real-time through a web application accessible on 
various devices, including personal computers, laptops, 
smartphones, and tablets. 

To ensure the longevity and reliability of the system, the 
NodeMCU ESP8266 is enclosed in a protective casing, 
shielding it from water, dust, heat, and other environmental 
factors that could compromise its functionality and disrupt the 
temperature and humidity monitoring process.  

 

 

Fig. 7. DHT11 sensor and ESP8266 Node MCU wrapped 

F. Report Writing 

The research report is compiled to comprehensively 
document the steps undertaken, the findings obtained, and the 
recommendations for future development. This documentation 
serves as a valuable resource for understanding and replicating 

the research. The entire process and its outcomes are presented 
in the form of a scientific report and an article, which includes 
an introduction, research methodology, results and discussion, 
and conclusion. 

III. RESULT AND DISCUSSION 

The research results demonstrate that the IoT-based 
monitoring system developed can effectively monitor 
temperature and humidity parameters in real-time. The system 
utilizes a DHT11 sensor connected to the NodeMCU ESP8266, 
which continuously transmits data via Wi-Fi to a web server 
hosting the monitoring application. The collected data offers a 
comprehensive overview of the environmental conditions 
(temperature and humidity) surrounding the hydroponic 
cultivation. 

The monitoring was conducted on June 6, 2024, from 
16:36:22 to 17:55:40. During this study, temperature and 
humidity data were recorded every 10 seconds. The temperature 
recordings are depicted in Figure 8, while the humidity readings 
are shown in Figure 9. The average temperature and humidity 
during this period were 23.16°C and 66.67%, respectively. 
These average values are also displayed on the dashboard 
(Figure 10). This monitoring can be performed anytime and 
from any location, if the device used is connected to the 
Internet. Various devices, such as personal computers, laptops, 
smartphones, and tablets, can access the monitoring application 
via web browsers like Google Chrome and Microsoft Edge. 

By utilizing the DHT11 sensor connected to the NodeMCU 
ESP8266, the IoT system can generate extensive data. For 
instance, if the vegetable harvest period spans 25 days and data 
is recorded every second, it would result in 2,160,000 data 
points for temperature and humidity. This system not only 
generates large volumes of data but also facilitates remote 
monitoring due to its Internet connectivity. 

 

 

Fig. 8. Temperature Monitoring Results 
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Fig. 9. Humidity Monitoring Results 

 

 

Fig. 10. Dashboard for Average Temperature and Humidity 

The primary implications of this research include improved 
efficiency in hydroponic management through data-driven 
decision-making. The generated dataset not only aids in the 
optimization of the cultivation environment but also opens 
opportunities for the development of data-driven artificial 
intelligence models, such as neural networks, machine learning, 
and deep learning, which can enhance prediction, classification, 
and control mechanisms. In addition, the developed system has 
direct practical benefits for hydroponic farmers, such as real-
time automatic monitoring (reducing the risk of environmental 
fluctuations that can affect plant growth), data-driven decision-
making (allowing farmers to optimize the use of resources such 
as water and nutrients) and increased cultivation efficiency 
(ensuring consistent yields and high-quality products through 
precise environmental control). 

Numerous previous researches related to the monitoring of 
temperature and humidity in various contexts have 
predominantly focused on non-artificial intelligence (AI) 
approaches [12], [13], [14]. However, some have begun to 
incorporate AI techniques, such as Fuzzy Logic [15], [16]. In 
general, prior research has remained partial and not data-
oriented, meaning it has neither generated nor utilized datasets 
to facilitate effective and efficient smart hydroponic farming. 
Therefore, it is essential that, in addition to monitoring plant 
conditions, the system also records plant growth, creating 
datasets that can be employed for analysis, AI applications, or 
serve as a reference model for future cultivation aimed at 

achieving optimal harvest quality. 

The research findings reveal that, within the study area, the 
temperature and humidity levels were approximately 23°C and 
66%, respectively, in a hydroponic space of less than 1 m². For 
larger cultivation areas, additional DHT11 sensors would be 
required to ensure accurate readings across various sections. 
For more precise temperature and humidity measurements, the 
DHT11 sensor could be replaced with more advanced options 
such as the DHT22, SHT3x Series, or BME280 sensors. 
Furthermore, to accommodate broader coverage, 
microcontrollers like Arduino or mini-computers such as 
Raspberry Pi could be utilized. Additionally, careful attention 
must be given to power supply requirements to maintain a 
stable electricity flow and ensure a reliable, continuous Wi-Fi 
connection.  

IV. CONCLUSION  

This research has successfully developed a web-based and 
Internet of Things (IoT) real-time temperature and humidity 
monitoring and recording application in hydroponic cultivation. 
The integration of the DHT11 sensor and the NodeMCU 
ESP8266 microcontroller allows continuous data collection, 
resulting in a structured data set that supports monitoring the 
cultivation environment. System testing shows the efficiency 
and effectiveness of real-time monitoring, ensuring stable 
environmental conditions for hydroponic cultivation, and 
improving the accuracy of decision making in hydroponic 
management. 

This research makes a significant contribution to data-
driven hydroponic management and smart farming by 
addressing the existing research gap. Unlike previous 
researches that primarily focused on pH and Total Dissolved 
Solids (TDS) monitoring, this research extends the monitoring 
system by incorporating temperature and humidity tracking. 
This comprehensive dataset serves as a foundation for advanced 
Artificial Intelligence applications, enabling predictive 
modeling, automated environmental control, and optimized 
cultivation strategies. 

Further more, it is essential to compare the performance of 
other sensors, integrate findings with previous research, and 
incorporate additional sensors, such as light and CO2 sensors, 
to broaden the scope of environmental data. Monitoring should 
also include visual data on plant growth to further enrich the 
dataset. Moreover, the development of artificial intelligence 
algorithms capable of providing recommendations, predictions, 
and classifications will become a strategic innovation, 
enhancing the competitiveness of IoT-based hydroponic 
technology in the future. Further hydroponic cultivation of 
plants, such as kale, celery, lettuce, and others, should be 
conducted to observe actual outcomes and refine dataset 
management practices.  

This research lays the foundation for the future of smart 
hydroponic systems. IoT-based hydroponics will play a vital 
role in improving sustainability (food security), efficiency, and 
productivity in modern agriculture. 
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Abstract— The doodle jump game is a video game with a 

jumping game model assisted by accelerometer sensor technology. 

Placing the accelerometer sensor in the doodle jump game is a very 

appropriate solution to determine the accuracy of the values on the 

sensor. The accelerometer sensor can be measured in real time, 

however applying a small force to the sensor can result in 

interference with measurement accuracy. Therefore, creating the 

measurement results you need using filters can help reduce noise. 

The method used to use this filter is the Kalman Filter algorithm. 

The use of the Kalman Filter method can provide a stable level of 

accuracy in the movements of the main characters in the game and 

the accelerometer sensor so that it can become a precise algorithm. 

Apart from that, the use of the Kalman Filter as a tool or method 

for measuring numbers to provide a solution to improve the design 

of the previous developer. 

Keywords— Doodle Jump, Accelerometer, Noise, Kalman Filter, 

Accuration. 

I. INTRODUCTION 

As technology begins to improve, so does the need for 
distance estimation; the development of this technology can 
optimize the performance of applications or systems. However, 
sensor readings can affect the accuracy of measurement results 
[1, 2, 3]. For example, accelerometer readings can reduce 
accuracy and are only useful in certain applications. It is 
therefore important to select the correct optimization technique 
to provide an accurate and useful value. The use of filters in the 
sensor will reduce the occurrence and increase the accuracy of 
the data [4, 5, 6]. 

Over the years there have been several technological 
developments including force plates, motion capture systems 
and accelerometers [7, 8]. These technologies have been used 
to assess vertical jump performance characteristics such as 
jump height, peak concentric force and impulse[9, 10]. 
However, they are not suitable for field evaluation due to their 
low power, high cost and the need for specialized computer 
equipment for data collection and analysis [11, 12]. 

Doodle Jump was created by Igor and Marko Pusenjak and 
published by the American studio Lima Sky. At the time of its 
launch, the Doodle Jump game was experiencing a surge, with 
more than 25,000 copies of the game being sold every day for 
a period of 4 months, and the game was released on various 
platforms [13, 14, 15]. Doodle Jump is a video game with a 

jumping game model using accelerometer technology. The 
placement of accelerometer sensors in the game is a very 
appropriate solution to know the accuracy of the value on the 
sensor [7, 8]. The sensor can be measured in real time with a 
small force applied, causing interference in the measurement. 
To obtain reliable measurement results, it is therefore necessary 
to use filters to reduce the noise [16, 17]. 

The Kalman filter can be used as a parameter estimation 
system with the aim of minimizing the error and noise in the 
estimation and, under certain conditions, minimizing the 
covariance error. Kalman filters have many applications in 
science and technology, such as tracking and monitoring 
vehicles, especially aircraft and spacecraft. It has evolved from 
optimal vehicle estimation to automation, positioning, target 
tracking, communications and signal processing, digital image 
processing, speech signal processing, earthquake prediction and 
many other fields. Therefore, the filter can be used as one of the 
tools that have general information, control and process 
automation [18]. 

From the above statement may require some effective, 
flexible and concrete solutions in its implementation, with this 
development of the doodle jump game can have a positive 
impact on these problems, especially the Kalman filter method 
that can minimize the game error by providing accurate values 
to correct the game error [19, 20]. The accelerometer sensor 
technology and the Kalman filter method in the Doodle Jump 
game can help to minimize errors and stabilize the character at 
the start of the game, making it a material for evaluating and 
analyzing problems that will be able to provide solutions to 
users[21, 22]. 

Fajar Irvansyah, Setiawansyah and Muhaqiqin, in his 
research entitled 'ANDROID-BASED HAIR SURGE 
SERVICE BOOKING APPLICATION' the development of the 
Android system has a very significant technological 
development so that it cannot be separated from the role of 
AOSP (Android Open-Source Project) which has the authority 
to develop the Android operating system and is directly 
managed by Google [23]. 

Android developer, in his research entitled 'Platform 
Architecture' Doodle Jump has a game with a type 2 game of 
jumping or moving places with the aim of getting as many 
points as possible. In the Doodle Jump game, the character itself 
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has a role or character that almost resembles a cartoon alien and 
is given small clouds on the game screen that act as a 
background or wallpaper in the game [24]. 

R. I. Alfian, A. Ma'Arif and S. Sunardi, in a study entitled 
"Noise reduction in the accelerometer and gyroscope sensor 
with the Kalman filter algorithm" The Kalman filter process 
consists of two stages, namely the "predict" stage, which uses 
estimates from the previous time to predict current events, and 
the "update" stage, which is used to correct the first stage 
prediction and provide a more accurate time estimate. This 
algorithm aims to control systems that are susceptible to noise 
disturbances with the aim of reducing errors and monitoring 
time under predetermined conditions [25]. 

Based on the background, the problem formulation in this 
final project can be summarized as follows: how to implement 
an accelerometer sensor in the Doodle Jump game, how to 
stabilize the movement of the main character in the game, and 
what is the accuracy of the Kalman filter in enhancing the 
gameplay experience of Doodle Jump. 

The objectives of this study aim to address the formulated 
problems as follows: to analyze the motion stability of the main 
character in the Doodle Jump game, to stabilize the character's 
movement within the game, and to determine the accuracy level 
of the Kalman filter in improving the gameplay experience. 

The topics and limitations of this research are as follows: 
this study will focus on analyzing the motion stability of the 
main character in the Doodle Jump game, with the analysis 
being conducted by the author. Additionally, the research will 
concentrate on the analysis process using the Kalman filter 
method. 

II. RESEARCH METHOD 

A. Flowchart System 

The system that has been built uses a flowchart to assist 
researchers in their research, as described in Fig 1. 

 

Fig. 1. Flowchart Diagram 

 

Based on the Fig 1, it can be concluded that the flow of game 
development by researchers starts from game implementation 
using Android Java language, accelerometer sensor 
implementation, Kalman filter implementation, measurement, 
to case studies conducted daily by researchers on the 
application of doodle jump games. The implementation carried 

out by the researchers can produce accurate data as a 
comparison of accuracy with previous algorithms, therefore 
accuracy comparison is the final part of the research. 

1) Implementation of the game on Android 

The game observed in the research is a doodle jump game 
based on the Java programming language and supported by the 
Android Studio IDE software. 

2) Accelerometer Sensor Implementation 

The sensor is inbuilt by Android in the previous system 
found in the Doodle Jump game that has been made. The 
accelerometer sensor functions as providing movement to the 
game character. In addition, the movement of the game 
character will produce an output value that can be known and 
analysed by researchers who focus on the level of accuracy of 
the game character. 

3) Filter Kalman Implementation 

The mathematical calculation of the Kalman filter will be 
implemented in the Doodle Jump game by integrating it using 
the Java programming language. The output generated by the 
accelerometer sensor is used as input for the calculation of the 
Kalman filter method. 

4) Measurement 

Consists of five parameters that are used as measurements 
in the Doodle Jump game. In addition, there is an accelerometer 
sensor to provide movement to the appropriate character as 
directed by the user so that it will produce a user input value. 

5) Case Study 

The main case study as a variable control in the 
measurement of parameters consisting of four, namely: 

● Neutral/no interference, the user will stay in place 

without moving while operating the game. 

● Interference from the acceleration of the environment 

around the user, the user will ride in a vehicle as a 

passenger while operating the game. 

● Gravity interference, the user will be in a lift while 

using the game. 

● User acceleration interference, the user will be walking 

while using the game. 

6) Analysis 

This analysis presents the test results and the comparison 
with and without the Kalman filter implementation in the game. 

7) Conclusion and Result 

Conclusions can be drawn from the results of the analyses 
carried out. 

8) Documentation 

Report the results of the research carried out by the 
researcher to analyze the results of the entire case study, so that 
it can be used as a reference material to solve the solution to the 
game previously made and know the implementation. 

B. Research Diagram Illustration 

System research on Doodle Jump games, which can be 
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interpreted in the following block diagram. 
 

Fig. 2. Doodle Jump Diagram 

 

Fig 2 shows a smartphone with an accelerometer sensor to 
control the character in the game Doodle Jump. In addition, the 
sensor can be played by tilting it to the right and left or called a 
gyroscope. In addition, the use of Kalman filter because of 
comparison numbers from the accelerometer sensor so that it 
can be analyzed in the analysis based on the test results. 

C. Use case Diagram 

The diagram below provides an overview of the program 
flow as interpreted by the researchers. 

 

Fig. 3. Use case Diagram 

 

Fig 3 illustrates the interaction between players (actors) and 
various features in the game. A detailed explanation of the 
figure follows. 

● Player: The player is the main actor interacting with the 

system. The player can choose different options 

available in the game. 

● Start game: The player can start the game by selecting 

the 'Start Game' option. 

● Stop Game: Once the game has started, the player can 

stop the game by selecting 'Stop Game'. 

● About: The player can select the 'About' option to get 

more information about the game. 

● Scoreboard: Players can view the highest score by 

selecting the 'Scoreboard' option. 

● Back: From the 'About' and 'Scoreboard' menus, 

players can return to the main menu by selecting the 

'Back' option. 

● Done: All player activity, whether starting the game, 

viewing About the Game or viewing the Scoreboard, 

ends at a point called 'Done'. 

III. RESULT AND DISCUSSION 

A. Research Diagram Illustration 

1) Accelerometer Sensor Result 

a) User Stays in Place 

The user stays in place while operating the game and 
requires 10 trials to generate a number as a reference for 
comparing accuracy without using the Kalman filter. The 
detection results in the table below are the tilt results obtained 
from the user remaining in place under seated conditions. As 
shown in table 1. 

TABLE I. TESTING WHEN THE USER IS STATIONARY USING THE 
ACCELEROMETER SENSOR 

 

Test 

Scenario 
Tilt 

Detection 

Result 
Tilt 

Detection 

Result 

Test 1 Right 39,89 Left -31,09 

Test 2 Right 45,42 Left -42,95 

Test 3 Right 42,51 Left -39,22 

Test 4 Right 30,19 Left -43,05 

Test 5 Right 30,35 Left -44,15 

Test 6 Right 39,50 Left -38,52 

Test 7 Right 30,97 Left -36,06 

Test 8 Right 41,39 Left -41,74 

Test 9 Right 32,08 Left -43,36 

Test 10 Right 31,44 Left -39,22 

 

 

b) User Travel on Vehicle 

The user rides on a motorized vehicle as a passenger during 
operation and requires up to 10 tests to produce figures as a 
reference for comparing accuracy without using the Kalman 
filter. The detection results in this table below are the slope 
results obtained from the user riding on a motorized vehicle at 
a speed of 40km/h. As shown in the following table. As shown 
in the following table 2. 
 

 
TABLE II. TESTING WHEN THE USER IS RIDING IN A VEHICLE 

USING THE ACCELEROMETER SENSOR 
 

Test 

Scenario 
Tilt 

Detection 

Result 
Tilt 

Detection 

Result 

Test 1 Right 58,10 Left -56,65 

Test 2 Right 62,42 Left -53,81 

Test 3 Right 57,55 Left -52,96 

Test 4 Right 57,37 Left -58,51 

Test 5 Right 64,16 Left -50,10 

Test 6 Right 60,40 Left -60,50 

Test 7 Right 52,94 Left -61,29 

Test 8 Right 51,95 Left -50,54 

Test 9 Right 49,96 Left -61,58 

Test 10 Right 56,38 Left -56,66 

 

 

c) User is in the lift 

The user is in the lift while playing the game and needs 10 
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tests to produce numbers as a reference for comparing accuracy 
without using the Kalman filter. The detection results in this 
table below are the tilt results obtained from the user in the lift. 
As shown in the following table 3. 

TABLE III. TESTING WHEN THE USER IS IN THE LIFT USING THE 
ACCELEROMETER SENSOR 

 

Test 

Scenario 
Tilt 

Detection 

Result 
Tilt 

Detection 

Result 

Test 1 Right 30,97 Left -36,22 

Test 2 Right 41,95 Left -34,95 

Test 3 Right 42,30 Left -40,28 

Test 4 Right 45,67 Left -50,10 

Test 5 Right 33,22 Left -43,86 

Test 6 Right 39,27 Left -30,21 

Test 7 Right 45,20 Left -44,23 

Test 8 Right 30,03 Left -38,34 

Test 9 Right 30,23 Left -41,01 

Test 10 Right 30,24 Left -43,25 

 

 

 

d) User is Running 

The user walks while the game is running and needs 10 trials 
to produce numbers as a reference for comparing accuracy 
without using the Kalman filter. The detection results in this 
table below are the tilt results obtained from the running user. 
As shown in the following table 4. 

TABLE IV. TESTING WHEN THE USER IS RUNNING USING THE 
ACCELEROMETER SENSOR 

 

Test 

Scenario 
Tilt 

Detection 

Result 
Tilt 

Detection 

Result 

Test 1 Right 87,31 Left -89,49 

Test 2 Right 70,01 Left -70,56 

Test 3 Right 74,30 Left -76,50 

Test 4 Right 73,56 Left -89,88 

Test 5 Right 71,70 Left -86,94 

Test 6 Right 89,10 Left -78,90 

Test 7 Right 73,56 Left -80,56 

Test 8 Right 80,20 Left -89,85 

Test 9 Right 83,95 Left -74,67 

Test 10 Right 89,77 Left -75,26 

 

 

2) Filter Kalman Testing 

a) User Stays in Place 

The user remains in place while operating the game and 
requires 10 trials to produce numbers as a reference for 
comparing accuracy using the Kalman filter. The detection 
results in the table below are the tilt results obtained from the 
user remaining in place under seated conditions. As shown in 
table 5. 

 

Scenario  Result  Result 

Test 1 Right 30,84 Left -26,81 

Test 2 Right 27,50 Left -24,13 

Test 3 Right 24,81 Left -28,85 

Test 4 Right 30,01 Left -22,39 

Test 5 Right 29,21 Left -27,43 

Test 6 Right 30,40 Left -27,75 

Test 7 Right 31,02 Left -27,25 

Test 8 Right 31,09 Left -25,50 

Test 9 Right 22,75 Left -26,31 

Test 10 Right 24,61 Left -26,77 

 

b) User Travel on Vehicle 

The user rides on a motorized vehicle as a passenger during 
operation and requires 10 tests to produce figures as a reference 
for comparing accuracy using the Kalman filter. The detection 
results in this table below are the tilt results obtained from the 
user riding on a motorized vehicle at a speed of 40km/h. As 
shown in the following table. As shown in table 6. 
 

 
TABLE VI. TESTING WHEN THE USER IS RIDING IN A VEHICLE 

USING A KALMAN FILTER 
 

Test 

Scenario 
Tilt 

Detection 

Result 
Tilt 

Detection 

Result 

Test 1 Right 27,40 Left -34,83 

Test 2 Right 28,52 Left -29,85 

Test 3 Right 30,45 Left -31,30 

Test 4 Right 33,18 Left -39,45 

Test 5 Right 28,44 Left -36,98 

Test 6 Right 32,92 Left -20,42 

Test 7 Right 28,31 Left -28,05 

Test 8 Right 33,45 Left -34,78 

Test 9 Right 37,40 Left -32,93 

Test 10 Right 35,76 Left -33,62 

 

 

c) User is in the lift 

The user is in the lift while playing the game and needs 10 
tests to produce numbers as a reference for the accuracy 
comparison using the Kalman filter. The detection results in this 
table below are the tilt results obtained from the user in the lift. 
As shown in table 7. 

TABLE VII. TESTING WHEN THE USER IS IN THE LIFT USING A 
KALMAN FILTER 

 

TABLE V. TESTING WHEN THE USER IS STATIONARY USING A 
KALMAN FILTER 

 

Test Tilt Detection Tilt Detection 

Test 

Scenario 
Tilt 

Detection 

Result 
Tilt 

Detection 

Result 

Test 1 Right 35,96 Left -30,40 

Test 2 Right 38,94 Left -45,58 

Test 3 Right 37,38 Left -47,69 

Test 4 Right 35,86 Left -48,57 

Test 5 Right 36,84 Left -44,75 

Test 6 Right 38,15 Left -45,81 

Test 7 Right 35,60 Left -47,30 
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Test 8 Right 37,55 Left -43,13 

Test 9 Right 34,25 Left -48,30 

Test 10 Right 34,39 Left -44,61 

 

d) User is Running 

The user runs while playing the game and needs 10 tests to 
produce numbers as a reference for the accuracy comparison 
using the Kalman filter. The detection results in this table below 
are the slope results obtained from the running user. As shown 
in table 8. 

TABLE VIII. TESTING WHEN THE USER IS RUNNING USING A 
KALMAN FILTER 

 

Test 

Scenario 
Tilt 

Detection 

Result 
Tilt 

Detection 

Result 

Test 1 Right 34,15 Left -39,53 

Test 2 Right 40,72 Left -38,52 

Test 3 Right 37,00 Left -19,25 

Test 4 Right 32,53 Left -42,30 

Test 5 Right 30,83 Left -39,68 

Test 6 Right 29,81 Left -38,49 

Test 7 Right 32,79 Left -22,94 

Test 8 Right 24,83 Left -38,03 

Test 9 Right 34,43 Left -39,76 

Test 10 Right 34,06 Left -43,67 

 

 

B. Discussion 

In the accelerometer sensor and Kalman filter method, it can 
be seen the difference in the value of the accuracy results 
obtained by researchers, as described as follows. 

● The use of the performance of the accelerometer sensor 
and the application of Kalman filter in the condition of 
the user staying in place has an accuracy difference of 
20.70% for the right tilt detection results and 33.25% 
for the left tilt detection results. 

● Using the performance of the accelerometer sensor and 
applying the Kalman filter in the condition of the user 
riding on a motorized vehicle has an accuracy 
difference of 14.29% for the right tilt detection results 
and 24.47% for the left tilt detection results. 

● Using the performance of the accelerometer sensor and 
applying the Kalman filter in the state of the user in the 
lift has an accuracy difference of 5.27% for the right tilt 
detection results and 5.83% for the left tilt detection 
results. 

● The use of accelerometer sensor performance and the 
application of Kalman filter in the walking user 
condition has an accuracy difference of 46.23% for 
right tilt detection results and 48.89% for left tilt 
detection results. 

C. Doodle Game Simulation 

Then, for the Doodle Game simulation built in this study, it 
can be seen in the following fig 4 

 

 

 

 

 

 

 

 

 

Fig. 4. Doodle Game Simulation 

 

IV. CONCLUSION 

This research has solved the problem of the accuracy of the 
accelerometer sensor data by implementing it into the Kalman 
filter method. This research has obtained information on 
accuracy problems based on initial testing of the accelerometer 
sensor. In making the table can obtain information on accuracy 
data that has been compared by researchers, the information 
compared is accelerometer sensor data and Kalman filter. This 
research has successfully influenced the accuracy of the 
accelerometer sensor, as an example of using the performance 
of the accelerometer sensor and the application of Kalman filter 
has an accuracy difference of 20.70% for the right tilt detection 
results and 33.25% for the left tilt detection results. This 
indicates that the application of the Kalman filter to the Doodle 
Jump game can have a significant effect. 
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Agriculture is a crucial sector that faces significant challenges 

due to climate change, such as altered rainfall patterns, increased 

temperatures, and extreme weather, which threaten productivity. 

This research aims to design and develop a weather monitoring and 

classification tool utilizing the Fuzzy Logic method based on the 

Internet of Things (IoT). The system integrates sensors for 

temperature, humidity, air pressure, wind speed, and rainfall, 

processing the data through Fuzzy Logic to classify weather into 

sunny, cloudy, light rain, moderate rain, and heavy rain. The results 

are accessible in real-time via an LCD screen and the Blynk 

application. Achieving 100% accuracy in monitored conditions, the 

system operates continuously for 24 hours, powered by solar energy. 

Unlike traditional systems, this tool provides innovative solutions to 

weather-related agricultural challenges, enabling farmers to make 

informed decisions and mitigate losses due to extreme weather. This 

research contributes to advancing IoT applications in precision 

agriculture, providing a reliable, sustainable, and scalable solution 

to weather monitoring. 

Keywords—Fuzzy Logic, Internet Of Things, Precision 

Agriculture, Solar Energy, Weather Monitoring 

I. INTRODUCTION 

The agricultural sector faces growing challenges due to 

climate change, as evidenced by shifting rainfall patterns, rising 

temperatures, and extreme weather events. These changes 

significantly threaten agricultural productivity, requiring 

innovative approaches to enhance resilience and sustainability 

in farming. Integrating the Internet of Things (IoT) into 

agriculture has proven to be a crucial strategy in tackling these 

issues. IoT applications enable real-time data collection and 

analysis, equipping farmers with the tools to make informed 

decisions and mitigate the impacts of climate variability on crop 

production[1], [2], [3]. 

Recent research emphasizes the transformative role of IoT 

in agricultural practices, especially in weather monitoring and 

management. For example, smart weather stations equipped 

with sensors allow continuous tracking of environmental 

factors like temperature, humidity, and rainfall [4], [5]. These 

systems not only deliver timely data but also enhance the 

precision of weather forecasts, which is critical for effective 

farm management. Additionally, the use of fuzzy logic to 

process this data allows for categorizing weather conditions, 

thereby enabling farmers to make proactive and well-informed 

decisions [6]. 

Despite advancements in IoT-based weather monitoring, 

there is a gap in integrating fuzzy logic methods to enhance the 

interpretation of collected data. Conventional systems often 

rely on binary classifications, which may fail to capture the 

complexity of weather patterns. This research aims to address 

this limitation by developing a fuzzy logic-based classification 

system that divides weather into five categories: sunny, cloudy, 

light rain, moderate rain, and heavy rain. This approach not only 

improves weather prediction accuracy but also equips farmers 

with actionable insights tailored to specific weather 

conditions[7]. 

This study's uniqueness lies in its focus on both 

technological and practical aspects of agricultural weather 

monitoring. By using solar energy to power the system, the 

proposed tool ensures sustainable energy use and continuous 

operation. Real-time weather data is made accessible via an 

LCD screen and the Blynk application [8]. The integration of 

renewable energy with IoT technology marks a significant 

advancement in precision agriculture, offering a scalable 

solution adaptable to diverse farming environments [9]. 

Furthermore, the study contributes to IoT applications in 

agriculture by demonstrating the effectiveness of combining 

fuzzy logic with real-time monitoring. The findings aim to 

provide farmers with valuable insights to reduce losses caused 

by extreme weather events. By addressing the need for more 

advanced data interpretation methods, this research seeks to 

strengthen agricultural resilience in the context of climate 

change [10]. 

In summary, the proposed weather monitoring and 

classification tool represents a major advancement in applying 

IoT technologies to agriculture. By leveraging fuzzy logic for 

data classification and incorporating renewable energy, this 

research addresses immediate agricultural challenges while 

promoting sustainable sector development. The subsequent 

sections of this paper will detail the methodology, results, and 

implications of these findings for the future of agricultural 

practices. 
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mailto:taqwa@polsri.ac.id
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II. METHODOLOGY 

This research consists of several stages which will produce 
a system that can work properly. The overall research 
framework process is : 

 

Fig. 1. Research Farmework 

A. Literature Study 

This study draws from diverse literature to establish the 

relevance of IoT and fuzzy logic in modern agriculture. 

Previous works have demonstrated the potential of IoT in real- 

time environmental monitoring, while fuzzy logic has proven 

effective in managing uncertainty in agricultural systems. 

However, few studies have explored the combined application 

of these technologies in weather classification for agricultural 

purposes. 

B. Hardware Design 

Hardware design is the design of the device to be made, the 

components used must be considered to avoid damage during 

system testing. These components should have characteristics 

that are in accordance with the needs of making tools. The 

hardware design begins with the block diagram in Figure 
 

 

Fig. 2. Hardware Block Diagram 

 

The following is an explanation of the block diagram above: 

Solar panels are utilized to harness solar energy and convert 
it into electricity. The energy generated is regulated and stored 
in a 12V lithium-ion battery via a solar charge controller, 
ensuring safe and efficient charging. This battery serves as a 
stable power source for the system during periods without 
sunlight, such as nighttime or cloudy conditions. The ESP8266 
module, a microcontroller with Wi-Fi capabilities, processes 
data from various sensors and sends it to the Blynk application 
for remote monitoring. Additionally, the ESP8266 powers an 
I2C LCD screen to display weather data locally. Sensors 
integrated into the system include the BME280 for measuring 
temperature, humidity, and air pressure, an anemometer for 
wind speed, and a rainfall sensor for precipitation levels. 

C. Software Design 

The software for this system is developed using the Arduino 
IDE to enable monitoring of weather parameters and facilitate 
weather classification. The Blynk application plays a crucial 
role by providing a user-friendly interface to display the results 
of real-time weather monitoring and classification. This 
combination of hardware and software ensures accurate data 
collection, processing, and convenient access to weather 
information both locally and remotely. 

 

Fig. 3. Software Flowchart 

 

The process begins with system initialization. The Node 
MCU ESP8266, serving as the microcontroller for data 
processing and communication between sensor devices, is 
initialized. Subsequently, the system initializes the LCD screen, 
which displays weather data. If the LCD screen is not 
connected, the initialization process will repeat. 

Next, the BME280 sensor is activated to measure 
environmental parameters such as air pressure, temperature, 
and humidity, which are essential for weather classification. 
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Additionally, a wind speed sensor is used to measure wind 
velocity, providing critical data for more accurate weather 
classification, particularly for analyzing wind conditions. The 
rainfall sensor is also checked for its connection, as it measures 
rainfall intensity. If the sensor is not connected, the system will 
repeatedly check the connection. 

Once data from the BME280 and wind speed sensors are 
obtained, the Node MCU ESP8266 processes the data. The 
processed data is then analyzed using the Fuzzy Logic method 
to classify weather conditions. This method is well-suited for 
situations involving uncertainty, such as weather classification. 
The classification results are displayed on the LCD screen, 
allowing users to view the weather conditions directly. 

The system then checks the internet connection of the Node 
MCU ESP8266. If there is no connection, the process of 
checking the internet connection will repeat. If connected, the 
system sends the weather classification data to the Blynk 
platform. Blynk enables users to monitor weather conditions 
remotely via a smartphone application or web interface. Finally, 
the process concludes. 

D. Method Development 

Fuzzy logic is one of the artificial intelligence methods that 
can handle uncertain or ambiguous data. In weather 
measurement systems, fuzzy logic can be used to process sensor 
data that has high variability such as temperature, humidity, air 
pressure, wind speed, and rainfall, so as to produce information 
that is easier to understand such as weather classification which 
is divided into 5 namely light rain, medium rain, heavy rain, 
cloudy, and sunny. 

1) Design System Fuzzy Logic 

TABLE i INPUT AND OUTPUT CLASSIFICATION 
 

Input Variabel Output 

Temperature (Suhu) Dingin, Normal, Panas  

 

 
Hujan Ringan, 
Hujan Sedang, 
Hujan Deras, 
Mendung, dan 
Cerah 

Humidity (Kelembapan) Rendah, Sedang, 
Tinggi 

Pressure (Tekanan) Rendah, Sedang, 
Tinggi 

WindSpeed (kecepatan 
angin) 

Pelan, Sedang, Cepat 

Rainfall (Curah hujan) Tidak Ada, Sedikit, 
Sedang, Banyak 

2) Sensor variable membership division 

TABLE ii TEMPERATURE MEMBERSHIP FUNCTION 
 

Variabel Suhu Membership Function 

Dingin 0 – 20o C 

Normal 20 – 30o C 

Panas 30 – 40o C 

TABLE iii HUMIDITY MEMBERSHIP FUNCTION 
 

Variabel 
Kelembapan 

Membership 
Function 

Rendah 0 – 40 % 

 

Sedang 40 – 70 % 

Tinggi 70 – 100 % 

TABLE iv PRESSURE MEMBERSHIP FUNCTION 
 

Variabel Tekanan 
Udara 

Membership 
Function 

Rendah 900 – 1010 hPa 

Sedang 1010 – 1030 hPa 

Tinggi 1030 – 1100 hPa 

TABLE v WINSPEED MEMBERSHIP FUNCTION 
 

Variabel 
Kecepatan Angin 

Membership 
Function 

Pelan 0 – 5 m/s 

Sedang 5 – 8 m/s 

Kencang 8 – 30 m/s 

TABLE vi RAINFALL MEMBERSHIP FUNCTION 
 

Variabel 
Curah Hujan 

Memberhsip 
Function 

Tidak ada 0 mm 

Sedikit 0 – 20 mm 

Sedang 20 – 50 mm 

Banyak 50 – 100 mm 

 

3) Weather classification using fuzzy rules 

Fuzzy rules specify how input variables are related to output 
variables. These rules are expressed in the form “If ... then ...”. 
Here are some of the rules used: 

a) Sunny weather output is determined if Temperature is 

normal and hot, Humidity is low and moderate, Air Pressure is 

High, Wind Speed is Slow, and Precipitation is Absent. 
b) Cloudy weather output is determined if Temperature 

is cold, Humidity is high, Air Pressure is medium and low, Wind 
Speed is medium and Strong, and Precipitation is Absent. 

c) Light Rain weather output is determined if Rainfall is 
slight. 

d) Moderate Rain weather output is determined if 
Rainfall is moderate. 

e) Heavy Rain weather output is specified if there is a lot 
of Rainfall. 

Validation was conducted using historical weather data, and 
the results of the fuzzy classification were compared with 
official data from national weather agencies to ensure accuracy. 

Each sensor was calibrated prior to deployment. The 
BME280 sensor’s accuracy for temperature, humidity, and air 
pressure measurements was validated using a laboratory-grade 
reference device. The anemometer’s wind speed readings were 
tested against a professional-grade wind tunnel, and the rainfall 
sensor was validated by simulating different precipitation levels 
in a controlled environment. The overall system accuracy was 
found to be within acceptable ranges, achieving a classification 
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success rate of 100% during field tests. Field testing was 
conducted over seven days in an open area. The tool’s 
performance was evaluated under various weather conditions, 
and data was logged for analysis. The results showed high 
reliability and consistency, with real-time monitoring and 
classification outputs aligning with actual weather conditions. 

III. RESULT AND DISCUSSIONS 

Weather monitoring and classification system using fuzzy 
logic method based on IOT is a system that serves to know the 
weather conditions in realtime that can be seen on the I2C LCD 
screen and Blynk application. The results of the design are 
divided into two parts, namely the design of the hardware 
circuit design, then the results of the software design. 

A. Hardware Design Result 

The hardware design for this fuzzy logic-based weather 
measurement tool consists of several main components that 
work together to collect and process weather data. This system 
uses solar panels as the main energy source that converts solar 
energy into electrical energy with a specification of 20 WP. The 
electrical energy generated is then regulated by the Solar 
Charger Controller. This module serves to charge the 18650 
battery efficiently, using a linear charging method with a 
maximum current of 30 A. The energy stored in the 18650 12V 
battery (with a capacity of 12800mAh) is used to provide power 
for the entire system. The ESP8266 microcontroller acts as the 
center of data processing and communication in this system. 
The ESP8266 is in charge of collecting data from various 
sensors and sending the data to the Blynk platform via WiFi 
connection. The sensors used include a BME280 sensor that 
measures temperature, humidity, and air pressure, an 
anemometer to measure wind speed, and a rainfall sensor that 
measures rainfall intensity. The data collected by the ESP8266 
is processed using the fuzzy logic method to produce an output 
that represents the weather comfort level. The processed data is 
then displayed on an I2C LCD, making it easy to monitor 
weather conditions locally. 

 

Fig. 4. Hardware Design Result 

In Figure 4, it can be seen that the monitoring device circuit 
uses a 170 cm high pole to support each sensor - sensor, solar 
panel, and controller box. The selection of poles with a height 
of 170 cm is because the anemometer sensor and solar panel 
must be in a high place so as not to be obstructed by objects and 
shadows that can cause the monitoring tool to not work 
optimally. 

 

Fig. 5. Device circuit inside the box 

 

In Figure 5, the controller cover box with size P(20cm) x 
L(20cm) x T(15cm) is used to cover and protect the nodeMCU 
module, I2C LCD, and protoboard from rain. 

B. Software Suite Results 

The results of the software suite are displayed on the Blynk 

application. The following table shows the detection results of 

several sensors and weather classification. 

 

 

 

  

Fig. 6. View on the 

Blynk app 

 

From Figure 6, it can be seen that the Weather Station device 

displays the results of sensor readings - sensors sent data by 
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NodeMCU in the form of gauges and graphs. Monitoring using 

the Blynk application can function properly 

C. Tool Testing Results 

The testing process of the Internet Of Things (IOT) based 
weather monitoring and classification tool was carried out at 
Jalan Kelapa Gading Blok II-A in an open area. Testing was 
carried out for 7 consecutive days from June 10 - June 16, 2024. 
In testing this tool there are 3 sensors, namely the BME280 
sensor (temperature, humidity, and air pressure), Anemometer 
sensor (Wind Speed), and Rainfall sensor (rainfall) which are 
used fuzzy methods to classify weather. The results of the 
monitoring tool testing carried out can be seen in the following 
table. 

TABLE vii TOOL TESTING RESULTS 

Fuzzy Logic method in weather classification has proven to be 
effective. Fuzzy Logic is able to handle the variability of sensor 
data and produce weather classifications that are close to actual 
conditions. The test results show that this tool can classify the 
weather into sunny, cloudy, and rainy well. 

Energy Efficiency: The monitoring device uses solar panels 
as the main power source and batteries as energy storage. Tests 
were conducted for 7 days non-stop in an open area, and the 
device continued to operate well even when the solar panel did 
not get the maximum energy from the sun, such as at night or 
in cloudy weather. This shows that the power management 
system works efficiently, ensuring continuity of operation. 

This tool requires a connection to the internet so that the 
sensor reading data can be sent to the blynk server, but when 

   taking data in the middle of the farm still requires an internet 
connection via Hotspot tethering from a cellphone so that it 
cannot be left behind because the distance from the farm to the 
residence is far while the range of cellphone hotspots is usually 
around 10 meters. Sometimes also the signal in the middle of 
the farm is very bad so it takes longer for the tool to send the 
readings to the Blynk server. 

Use of Blynk App and LCD: Weather data can be monitored 
in real-time through the Blynk app and I2C LCD display. The 
display on the Blynk app shows sensor readings in gauge and 
graph form, which makes it easy for users to monitor weather 
conditions. The LCD display also clearly shows temperature, 
humidity, air pressure, wind speed, and rainfall data. 

Testing and Environmental Conditions: Tests were 
conducted in an open area, ensuring that the tool can operate in 
varied environmental conditions. The test conditions were 
continuous for 7 days from June 10 to June 16, proving the 
durability and reliability of the device in various weather 
conditions. 

From table , it can be seen that the monitoring tool testing 
was carried out from Sunday to Saturday. During the 7 
consecutive days of testing, the reading results of the weather 
monitoring tool on Sunday received an accuracy of 100% 
because the weather and sensor readings from Monday - 
Sunday were in accordance with data from BMKG. So it can be 
stated that the accuracy of the monitoring tool reaches 100%, 
which means that the monitoring tool can function properly. 

D. Analysis of Monitoring tool Test Results 

The test results of the Internet of Things (IoT)-based 
weather monitoring tool using the Fuzzy Logic method have 
shown satisfactory performance during the 7-day test period 
from June 10 to June 16, 2024. Here are some analysis points 
from the test results: 

Sensor Performance and Reading Accuracy: This tool uses 
three main sensors: BME280 for temperature, humidity, and air 
pressure, Anemometer for wind speed, and Rainfall sensor for 
rainfall. These sensors were able to provide consistent and 
accurate weather data throughout the test period. From the 
comparison results between the tool data and the actual weather 
recorded, the accuracy of the monitoring tool reached 100%, 
which shows that this tool can function properly and accurately. 

Use of the Fuzzy Logic Method: The application of the 

 

IV. CONCLUSION 

Based on the research and testing that has been carried out 
on weather monitoring and classification tools using the Fuzzy 
Logic method based on Internet Of Things (IOT), it can be 
concluded that: 

The design of weather monitoring and classification tool 
using fuzzy logic method based on Internet of Things uses 
several sensors, namely BME 280 sensor that reads 
temperature, humidity, and air pressure, wind speed sensor, and 
rainfall sensor. The sensor reading data is processed by the 
MCU Node and then displayed on the LCD screen and Blynk 
application. 

The application of the fuzzy logic method to the output of 
each sensor can be done to classify the weather so that it can 
help agriculture in determining the rice planting schedule in 
order to increase production. 

Integration between monitoring results on the tool and 
weather classification using fuzzy logic method is done in 
Arduino IDE software using C++ programming language so 
that the accuracy reaches 100%. This tool can also be monitored 
remotely using the Blynk application. 

Because this tool requires a connection to the internet so that 

Date Temperature 

(℃) 

Humidity 

(%) 

Pressure 

(hPa) 

Windspeed 

(m/s) 

Rainfall 

(mm/mnt) 

Cuaca Cuaca 
Sebenarnya 

10/06/2024 29,04 72,6 1009,76 0,24 0  

Cerah 

 

Cerah 

Normal Tinggi Rendah Pelan Tidak ada 

11/06/2024 33,67 76,28 1010,15 0,17 0 

Cerah Cerah 

Panas Tinggi Sedang Pelan Tidak ada 

12/06/2024 33,4 75,24 1010,15 0,16 0 

Cerah Cerah 

Panas Tinggi Sedang Pelan Tidak ada 

13/06/2024 33,67 75,82 1010,15 0 0  

Cerah 

 

Cerah 

Panas Tinggi Sedang Pelan Tidak ada 

14/06/2024 32,34 75,59 1010,38 0,15 0 

Cerah Cerah 

Panas Tinggi Sedang Pelan Tidak ada 

15/06/2024 32,13 80 1010,15 1,53 0  

Cerah 

 

Cerah 

Panas Tinggi Sedang Pelan Tidak ada 

16/06/2024 31,82 76,28 1010,15 0,52 0 

Cerah Cerah 

Panas Tinggi Sedang Pelan Tidak ada 
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the sensor reading data can be sent to the blynk server, it is 
necessary to use Long Range (LoRa) communication that can 
send data remotely without using the internet. It can also use the 
internet network that is currently booming, namely starlink, 
because starlink uses satellite internet so that the internet can 
run smoothly if the tool is placed in the middle of a large farm. 
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Backend constitutes a critical component of digital 

infrastructure, responsible for processing business logic, 

managing data, and facilitating communication between software 

systems. APIs serve as the interface that enables software 

interaction and plays a pivotal role in backend operations. This 

study investigates the performance of three API architectures: 

RESTful, GraphQL, and gRPC. The experimental approach 

involves the implementation of Load Testing and Stress Testing to 

assess the performance of these architectures. The experiment 

utilizes a dedicated server and client hardware to simulate real- 

world conditions, with parameters such as CPU usage, memory 

usage, response time, load time, latency, success rate, and failure 

rate evaluated using a dataset comprising 1,000 rows of student- 

related records. Result show that RESTful achieves the highest 

total request but exhibit greater resource consumption and a 

higher failure rate. GraphQL demonstrated better CPU and 

memory efficiency with strong stability, though it has higher 

latency and slower response times. gRPC strikes a balance with a 

moderate latency and resource usage, albeit with slightly higher 

memory consumption under stress. By presenting a 

comprehensive analysis of each API architecture, this study 

contributes a comprehensive performance analysis under 

practical testing scenarios giving developers and system architect 

with data-driven guidance for selecting API architecture to their 

application needs. RESTful is well suited for high-throughput 

scenarios with less critical operations, GraphQL excels in resource 

efficiency and stability, and gRPC offers balanced performance 

across diverse workloads. 

Keywords— API Architecture, gRPC, GraphQL, Restful, Load 

Testing, Stress Testing 

I. INTRODUCTION 

One of the most critical elements in digital infrastructure is 
the backend. The backend is a system component that works 
behind the scenes, focusing on business logic processing, data 
management, and is responsible for managing servers and 
databases [1], [2]. An efficient and reliable backend is essential 
to support complex operations, such as data processing and real-
time updates, especially for applications that handle large 
volumes of information or need to respond directly to user 
interactions [3]. In its operations, the backend is supported by 
APIs that function as interfaces enabling two software 
components to communicate with each other. 

Application Programming Interface (API) is an interface 
comprising a set of instructions organized in a library [4]. 
According to [5], an API is code that connects one application 
to another, providing all the necessary permissions for two 
software programs to communicate. APIs allow various 
systems, whether desktop or web, to interact and exchange data 
with servers or databases without requiring an additional 
backend, thus simplifying application integration and 
development. Additionally, API architecture is a critical aspect 
in determining how an API is organized and implemented. 

In recent years, several API architectures have been 
developed to meet the needs of applications and developers in 
various scenarios, such as REST, GraphQL, and gRPC. REST 
(Representational State Transfer) is an architectural style for 
distributed systems that separates the interface on the client side 
and business logic on the server side to achieve anarchic 
scalability in line with internet growth [6]. GraphQL, developed 
by Facebook in 2012 and publicly released in 2015, is a 
dynamic single-endpoint query language for interacting with 
APIs [7]. gRPC is an open-source Remote Procedural Call 
(RPC) framework developed by Google [8]. 

With the growing demand for applications to handle user 
requests and large data volumes quickly and responsively, it is 
crucial for developers to choose the right API architecture 
according to application requirements. Each API architecture 
has its functions and use cases that influence application 
performance. Several previous studies have compared the 
performance and effectiveness of API architectures in various 
scenarios, such as the study Evaluation of Microservices 
Communication while Decomposing Monoliths [9], which 
focused on evaluating microservices technologies like HTTP 
REST, RabbitMQ, Kafka, gRPC, and GraphQL. This study 
used criteria such as latency, throughput, message size, and 
memory consumption to test the performance of these 
technologies. The results showed that each technology has its 
strengths and weaknesses, such as HTTP REST being simpler 
and more efficient for direct communication needs, while 
RabbitMQ and Kafka, which use message brokers for 
asynchronous communication, are better suited for 
architectures requiring high availability and loose coupling 
between services. However, this study had limitations in terms 
of parameter scope, device types, testing tools, programming 
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languages, and the complexity of the data used. 

Another relevant study, Implementation Comparison of 
GraphQL and REST API Methods on Node.js Technology by 
[10], compared two commonly used API architectures in 
application development: REST API and GraphQL on Node.js. 
GraphQL was found to be more flexible and efficient than 
REST API as it allows clients to customize the data they need 
to display. This study compared the performance of the two API 
architectures using parameters such as response time and 
scalability. However, the testing in this study had some 
shortcomings, including limited testing parameters, the use of 
simulated data that did not represent real-world complexities, 
and a lack of repeated testing to ensure consistency of results. 

Another study, Analysis of the Effectiveness Comparison 
Between RESTful and gRPC Architectures in Web Service 
Implementation [6], used parameters such as response time, 
response size, CPU usage, throughput, and load time. The study 
indicated that gRPC has more stable and faster response times 
as data volume increases compared to RESTful. It also stated 
that gRPC has lower CPU usage and response sizes compared 
to RESTful. 

Previous studies often focus on limited research parameters, 
use of simulated data does not represent real-world complexity, 
and unequal comparison such as [6], [9], [10] [11], and [12] 
making it difficult to draw definite conclusions for real-world 
applications. To addresses these gaps, this study aims to 
comprehensively comparing RESTful, GraphQL, and gRPC in 
Load Testing and Stress Testing scenario by using seven 
parameters such as CPU usage, response time, latency, memory 
usage, loading time, success rate, and failure rate. These seven 
parameters overlap with those from previous studies which 
typically examines only two or three parameters, thus enabling 
a more thorough and realistic evaluation of API architectures. 

II. RESEARCH METHODS 

This study uses quantitative True-Experimental to compare 

the performance between three API architectures, namely 

RESTful, GraphQL, and gRPC. This method was chosen 

because it allows full control with research variables and 

ensures high internal validity in performance testing. This study 

aims to analyze the performance of RESTful, GraphQL, and 

gRPC API architectures. 

A. Research Flow 

The flow of the research experiment can be seen in Figure 1 
below. 

 

 

Fig. 1. Research Flow 

 

The experiment begins with preparing the necessary 
hardware. Afterward, the backend application is configured 
with required settings. The test script is then executed to start 
the simulation and data collection process. First, Glances which 
is be used for monitoring resource usage is started. After a 20- 
second dela, the backend application is launched, followed by 
another 10-second delay before starting the K6 simulation 
script. The simulations are carried out until completion, with a 
duration of 6 minutes for Load Testing and 23 minutes for 
Stress Testing. Once the simulation is finished there is a 10- 
second delay before shutting down the backend application, 
followed by a 20-second delay to stop the resource monitoring. 
The results of the test and monitoring are stored in files 
glances.csv for resource monitoring logs and k6.txt for load test 
result logs generated by K6. This data is then analyzed to 
project test results and draw conclusions regarding system 
performance. The experimentation process is considered 
complete once all tests are finished and conclusions are drawn 
based on the collected data. 

B. Research Scope 

This research uses Load Testing and Stress Testing to 

compare the performance between three API architectures 

namely RESTful, GraphQL, and gRPC. This method was 

chosen because it allows full control with the research variables 

and ensures high internal validity in performance testing such 

as CPU usage, response time, latency, memory usage, load 

time, success rate, and failure rate. data used for testing consists 

of student records joined with tables for students, accounts, 

institutions, and study programs, totaling 1,000 rows of data. 

This choice of 1,000 rows of data balances complexity and 

resource constraints, providing a manageable sample that 

reveals key performance behaviors without overwhelming the 

test environment. It also provided a solid baseline for assessing 

how each API architecture handle typical loads before scaling 

up to a larger dataset if needed. By maintaining a controlled 

dataset size this research can focus on the architectural 

differences on performance, ensuring that trends remain 
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attributable to the API design rather than external factors 

introduced by excessive data volumes. The evaluation are 

conducted by using two dedicated hardware to act as server and 

client for testing to simulate a real world scenario, the hardware 

specification can be seen in Table I. 

TABLE I. SPESIFICATION TABLE 
 

Spesification 
Hardware 

Server Client 

CPU Intel Core i7-7700HQ AMD Ryzen 5 7535HS 

RAM 20 GB DDR4 16 GB DDR5 

Operating 

System 

Ubuntu Server 24.04.1 

LTS 
Windows 11 23H2 

III. RESULT AND DISCUSSION 

The following experimental results that have been carried 

out can be seen in the following 3.1 and 3.2. 

3. 1. Load Test 

 

Fig. 2. Load Testing Results – Total Comparison 

 

In Figure 2, the results of Load Testing total requests show 

that Restful architecture has the largest total requests compared 

to GraphQL and gRPC during the same testing period. 

However, Restful has a higher request failure rate than the other 

two architectures. GraphQL processes fewer requests than 

Restful, while gRPC performance is close to Restful with no 

failed requests like Restful. 
 

Fig. 3. Load Testing Results – CPU Usage 

 

In Figure 3, the results of Load Testing CPU usage show 

that Restful uses higher CPU resources than other architectures. 

GraphQL shows a lower and stable CPU usage with a range of 

15%. While gRPC has lower CPU usage than GraphQL and 

Restful it has some spikes in CPU usage especially in the few 

seconds before the test ends, this may possibly due to protocol 

buffer encoding/decoding and connection handling toward the 

end of the test. 

 

Fig. 4. Load Testing Results – Memory Usage 

 

In Figure 4, the simulated Load Testing results of memory 

usage show GraphQL has lower memory usage at 17%. While 

Restful and gRPC have identical memory usage at around 20%. 

This shows GraphQL is more efficient in memory usage than 

Restful and gRPC. 

 

Fig. 5. Load Testing Results – Load Time Comparison 

 

In Figure 5, shows a comparison of the average load time of 

the API architectures during Load Testing. GraphQL has the 

highest average load time at around 2.8 seconds, followed by 

gRPC with an average of around 2 seconds. While Restful has 

the lowest average load time, which is 1.4 seconds. These 

results show that Restful tends to have a faster load time 

response than GraphQL and gRPC. 

 

Fig. 6. Load Testing Results – Response Time Comparison 

 

In Figure 6, the results of the average response time in Load 

Testing show a similar pattern to the average load time. 

GraphQL stands out with an average response time of 2.8 

seconds, while gRPC has an average response time of 1.7 

seconds. Restful shows the lowest response time of under 1.6 

seconds compared to the other two architectures. 
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3. 2. Stress Test 

 
 

Fig. 7. Load Testing Results – Latency Comparison 

 

In Figure 7, shows the average latency results on Load 

Testing. The graph shows that GraphQL shows the highest 

latency by reaching 2.85 seconds followed by Restful with a 

latency of about 1.5 seconds. Meanwhile, gRPC latency is 

written as 0 because it cannot be measured using the k6 testing 

tool. 

 

Fig. 8. Load Testing Results – Total Comparison 

 

In Figure 8, the total request Stress Testing results show 

Restful architecture has higher performance with 500,000 total 

requests, but has a low success rate at 20%. gRPC also follows 

a similar pattern with 267,000 total requests with 37% success 

rate. In contrast, GraphQL showed higher total requests than 

gRPC, having a 100% success rate out of 287,000 requests. 

To facilitate easier comparison, Table II summarize key 

perfomance metrics for RESTful, GraphQL, and gRPC under 

Load Testing. 

TABLE II.  LOAD TEST PERFOMANCE SUMMARY 
 

Metric RESTful GraphQL gRPC 

Request Processed 44,976 23,055 32,668 

Succes Rate 76.64% 100% 100% 

Failure Rate 23.36% 0% 0% 

Avg CPU Usage Highest Moderate 
Lowest Average, 

occasional spike 

Memory Usage ~20% 17% ~20% 

Load Time 1,47ss 2,87s 2,02s 

Response Time 1,47s 2,87s 1,77s 

Latency 1,46s 2,85s Not measured by K6 

Fig. 9. Stress Testing Results – CPU Usage 

 

In Figure 9, Stress Testing CPU usage also shows a similar 

trend to Load Testing. Restful tends to use higher CPU than 

GraphQL and gRPC. While GraphQL has relatively lower CPU 

usage than Restful. gRPC shows lower CPU usage than the 

other two architectures, with some spikes in CPU usage at some 

periods this is especially noticeable in the moments before the 

test is completed. 

 

Fig. 10. Stress Testing Results – Memory Usage 

 

In Figure 10, shows the results of Stress Testing memory 

usage shows a different pattern compared to the previous Load 

Testing. gRPC shows higher memory usage than Restful and 

GraphQL memory usage which tends to be stable and almost 

the same. This indicates that gRPC utilizes more memory than 

Restful and GraphQL in handling stress testing conditions. 

 

Fig. 11. Stress Testing Results – Load Time Comparison 

 

In Figure 11, shows the average load time results for 

Restful, GraphQL, and gRPC. Restful has the lowest average 

load time at around 1.5 seconds. While GraphQL and gRPC 

show high average load times around 3 seconds, with gRPC 

having the highest load time of 3.14 seconds. 
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Fig. 12. Stress Testing Results – Response Time Comparison 

 

In Figure 12, shows the results of the average response time 

during stress testing. Restful has the lowest response time at 1.6 

seconds, while GraphQL has the highest response time at 2.9 

seconds. gRPC has an intermediate response time of 2.3 

seconds. 
 

 

Fig. 13. Stress Testing Results – Latency Comparison 

 

In Figure 13, shows the average latency results of Restful, 

GraphQL, and gRPC during Stress Testing. The test results are 

consistent with the Load Testing test, where GraphQL shows 

the highest average latency at 2.9 seconds while Restful shows 

an average latency of 1.6 seconds. Meanwhile, gRPC latency 

could not be measured by the k6 testing tool. 

To facilitate easier comparison, Table III summarize key 

perfomance metrics for RESTful, GraphQL, and gRPC under 

Stress Testing. 

TABLE III. STRESS TEST PERFOMANCE SUMMARY 
 

Metric RESTful GraphQL gRPC 

Request Processed 501,460 287,603 267,594 

Succes Rate 80.21% 100% 37.27% 

Failure Rate 19.79% 0% 62.73% 

Avg CPU Usage Highest Moderate 
Lowest Average, 

occasional spike 

Memory Usage ~20% 17% ~20% 

Load Time 1,67ss 2,92s 3,14s 

Response Time 1,67s 2,92s 2,35s 

Latency 1,67s 2,91s Not measured by K6 

IV. CONCLUSION 

The research result of both types of tests shows consistent 

results, Restful architecture shows the ability to execute more 

requests in the same period of time, but the success rate is lower 

than GraphQL and gRPC. GraphQL shows better CPU and 

memory utilization efficiency and is stable in both tests, while 

gRPC offers a balance between performance and resources, 

although under sustained stress conditions gRPC memory 

utilization is higher than other architectures. It is important to 

note however that these experiments arise from limited a 

relatively limited dataset (1,000 rows) and a specific hardware 

configuration, which could affect generalizability to real-world 

applications with larger databases or different infrastructure. 

Future research and experiment therefore could investigate this 

API architecture with more substantial datasets, potentially in 

tens of thousands of records, and explore variations in 

programming language and API architectures. Additionally 

future research could integrate more comprehensive gRPC 

monitoring tools, detailed time-series monitoring, and granular 

profiling to pinpoint the exact cause of gRPC resource spike. 
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Abstract— Based on data from the Regional General Hospital in 

the Bangka Belitung Islands province, the Gross Death Rate 

(GDR) is the general death rate for every 1000 patients discharged 

of 108,430 compared to the health department standard of <45. 

The Net Death Rate (NDR) is the death rate 48 hours after being 

treated for every 1000 patients discharged of 67,388 compared to 

the health department standard of <25. TOI (Turn Over Interval) 

is the average turnover period of days where a bed is unoccupied 

from being filled to the next time it is filled of 19,832 days 

compared to the health department standard of 1 to 3 days. The 

solution offered by the researcher develops Business Intelligence 

(BI) optimization with a new model called the HGO (Hierarchy, 

Governance, Outlook) Discovery approach as a framework model 

for developing business intelligence for regional general hospitals 

in Indonesia. This model is expected to be able to solve or reduce 

the dimensional problems that exist in hospitals, namely the main 

patient management, HR Key Resources, and the quality of 

inpatient health services. The HGO Discovery approach is able to 

find patterns in a series of events called sequences by sorting the 

work patterns that exist in the hospital so that the business process 

of regional general hospitals is faster and more interactive in 

decision making. The Business Intelligence approach carried out 

by regional hospitals with HGOD is expected to make patient 

health services more integrated through the hierarchy of patient 

services, governance and outlook in decision making. 

 

Keywords— Business Intelligence, HGOD Discovery, Hospital, 

Optimatization, Governance. 

I. INTRODUCTION 

Business intelligence covers almost all information system 

ecosystems today, but not all sectors utilize Business 

Intelligence, such as the Regional General Hospital Information 

System (SIRSUD). Business Intelligence (BI) uses techniques 

for consolidating data, storing, analyzing data, designing data 

logic in decision making in multidimensional data using data 

mining. Currently, regional general hospitals are the main and 

mainstay facilities used by people in Indonesia. The business 

intelligence function organizes a decision support system where 

this system converts and extracts data contained in the hospital 

(implicit data and explicit data) into knowledge management or 

knowledge. Business intelligence technology has the potential 

to develop and explain complex problems in business processes 

in organizations [1]. Hospitals have an obligation to be fast and 

agile in making decisions regarding patients and processing 

data in an important role in the process of taking patient action 

using technology so that the accumulation of patient data is 

quickly obtained to extract timely, credible and fully researched 

information regarding patient data at hospital [2]. Business 

intelligence is not a product tool but a new approach proposed 

to make difficult decisions in business as quickly as possible 

[3]. Business Intelligence (BI) will become an important 

investment and have an important role in today's hospital 

management, technology implementation This is very 

challenging and requires resources, strategy, management and 

skills [4]. 

Regional General Hospital patients who generally use BPJS 

health generally have problems with slow registration and 

treatment processes at the hospital, researchers have even seen 

how many cases resulted from delays in treatment causing 

patients to die. After the outbreak of Covid-19, hospitals had to 

adopt technology and systems to address the slowness of 

hospital services that had occurred so far [5]. The BPJS feature 

used by Indonesian society still has various problems that cause 

patients to queue for hours at regional public hospitals. Apart 

from that, in general there is no Business Intelligence 

technology, especially a decision-making feature that contains 

patient history where the user of the history system is the 

patient. Most hospitals, especially the emergency department, 

have inefficiencies in human resource management and data 

processing, resulting in slow follow-up by the hospital front line 

to assist their work [6]. Usually regional hospital system users 

currently try various support patterns to view patient history 

which results in the process of searching or mining patient data 

being long and repetitive and the current approach to the data 

display process is not interactive. 

Here are some of the original things in this research as 

follows : Developing a Business Intelligence model with the 

HGOD (Hierarchy, Governance, Outlook) Discovery approach, 

which previously hospitals used more of the decision-making 

Simulation approach or model which had the weakness of a gap 

between medical resources and patient needs. Developing a 

model that is integrated into a framework with 3 approaches, 

namely HGO (Hierarchy, Governance, Outlook) 

There is a gap between medical resources and patient needs, 

managers need to obtain productivity information to optimize 

mailto:hengki@atmaluhur.ac.id
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resource allocation. The value of this study is that the 

information provided by the dashboard allows hospital 

managers to respond quickly. We recommend that the study can 

integrate more data (such as temperature data, national death 

population data records), so that it is covered for hospital 

operating cost control and to estimate patient needs. 

II. LITERATURE REVIEW 

Smart Business Intelligence is a set of models and 

technologies designed to efficiently extract and process useful 

information from data. its application to integrate and operate 

with various institutional or institutional data sources. Apart 

from that, BI (Business Intelligence) is a step in the decision- 

making process that is supported by integration and analysis of 

organizational data resources. BI (Business Intelligence) plays 

an increasingly important role in several types of institutions 

and institutions because various kinds of information have been 

identified as the most valuable asset in an institution and a 

fundamental resource. 

Business Intelligence has an important objective, namely to 

provide services with quality organizational intelligence and the 

purpose of this research is to assess organizational intelligence 

in hospitals which is carried out based on Karl Albrecht's 

organizational intelligence components. Research tries to 

provide service quality status based on these components [7]. 

Healthcare systems face enormous challenges, essentially 

due to the amount of data generated every day in the hospital 

environment, which forces entities to think about how to 

organize and use the same data. 

The business ecosystem becomes complex in industrial 

development. Therefore, to provide a fast response in this 

dynamic era, companies need innovation and advanced 

technology. In this context, Smart Business Intelligence (SBI) 

is needed to process information and make the right decisions 

at the level of all institutional lines or institutions. This 

technology is applied in an organization, it can provide several 

benefits such as architecture, efficient information, and 

customer data management. With this approach, agencies can 

get a clearer picture of how important BI is in all agency sectors 

Currently, the number of studies at this level is growing, 

with a focus on innovations to be implemented, so that the same 

sector can adopt new methodologies, architectures and 

technologies that allow more efficient support of existing 

hospital processes, as well as their results to be provided for all 

professionals involved in this field. In this research, an 

Adaptive Business Intelligence architecture is proposed, whose 

contribution is supported by the realization of an adequate 

conceptual and technological framework that describes its 

development at various levels. Thus, the possibility of 

modernization of several work approaches begins, with the 

introduction of an architecture capable of contributing to 

several factors, both at the clinical and administrative level, 

meeting the needs of the hospital system, regarding design, 

development, implementation and demonstration of the results 

[8]. 

Business Intelligence can provide effective and useful 

insights for investors and business owners to utilize more 

appropriate BI tools and functions to achieve more ideal 

organizational excellence. It also allows managers to better 

understand the application of BI functions in the process of 

achieving specified managerial support benefits [9]. 

The current implementation of Business Intelligence has an 

impact and influences the current economy, intangible assets 

have gained considerable appreciation for the continuity of 

organizations and institutions. Therefore, important parts of 

business value, such as intellectual property strategy, play a 

vital role in defining, creating and maintaining a superior 

business strategy. This allows the creation of value and 

strengthening various strategic aspects for business continuity. 

The implementation of a combination of BI (Business 

Intelligence) and AI (Atificial Intelligence) has emerged as a 

new approach to assessing and creating real-time technologies 

such as weather technology and capital markets throughout the 

world. Then there is also Big Data technology which is able to 

create value and show the potential for transformation in 

organizations and for improving business processes. 

Each recognized hospital patient management unit (PMU) 

has focused its efforts on improving clinical patient care, with 

a process approach, analyzing everything from adult emergency 

crowding to length of stay in clinical services. This results in 

many patients waiting for beds in emergency services. PMUs 

do not have a business intelligence (BI) platform that provides 

real-time information, creating a blind search problem. The aim 

is to demonstrate the need for a BI platform using Artificial 

Intelligence (AI) to analyze in real-time relevant information 

for decision making. 

Hospital Management Information System (SIM-HM) 

application, which can manage daily operational data, but the 

information produced is still very limited, so the use of 

technology and information is not optimal. The role of IT can 

be increased by implementing a system that can extract and 

change information business from existing operational data, so 

that later it can provide support for strategic business decisions 

in hospitals. The Business Intelligence Road Map approach is 

an approach to describe the steps and procedures for developing 

and implementing Business Intelligence [10]. 

There is a gap between medical resources and patient needs, 

Hospital Managers need to obtain productivity information to 

optimize resource allocation [11]. The Hospital Business 

Intelligence produced lacks analysis, especially for conducting 

analysis and reporting [12]. The findings show that all three 

factors of organization, process, and technology equally 

influence the implementation of business intelligence. 

However, it is not explained what the results of the information 

system/application follow-up from the research findings 

area[13]. 

Business Intelligence developed and used in hospitals, and 

user surveys showed positive results. In addition, top 

management support and involvement in the development of 

HBIS were found to be critical success factors, and the 

implementation of the system enabled the hospital to 

significantly improve the performance of managerial indicators. 

However, it does not contain key human resource resources 

managed to assist BI technology to improve the Hospital's 
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services [14]. 

The design science research methodology was developed 

and used in hospitals, and user surveys showed positive results. 

Additionally, top management support and involvement in the 

development of HBIS was found to be a critical success factor, 

and implementation of the system enabled the hospital to 

significantly improve performance on managerial indicators. 

However, it does not contain key HR resources that are 

managed to help BI technology improve hospital services [15]. 

The healthcare system faces enormous challenges, 

essentially due to the amount of data generated every day in the 

hospital environment, which forces concentration on how to 

organize and use the same data. Currently, the number of 

studies at this level is growing, with a focus on the innovations 

to be implemented, so that the same sector can adopt new 

methodologies, architectures and technologies that allow more 

efficient support of existing hospital processes, as well as the 

results provided for all professionals involved in this field. In 

this research, an Adaptive Business Intelligence architecture is 

proposed, whose contribution is supported by the realization of 

an adequate conceptual and technological framework that 

describes its development at various levels. Thus, the 

possibility of modernization of some work approaches begins, 

with the introduction of an architecture capable of contributing 

to several factors, both at the clinical and administrative level, 

meeting the needs of the hospital system, regarding design, 

development, implementation and meaning of the results. 

III. RESEARCH METHODOLOGY 

HGOD Discovery is a approach in hospitals referring to the 

balancing and monitoring mechanisms that form the process of 

making important decisions in serving Public Health. Hospital 

management is responsible for ensuring the best performance 

for patients. Therefore, it is important to understand the 

characteristics of organizational and provide services to 

contribute positively to the outlook and performance of the 

hospital. 

Hierarchy (H) is a sequence of processes based on highest to 

lowest priority. Usually, an organizational hierarchy consists of 

various levels, starting from the top to the bottom. Hierarchy in 

this case is a focus on activity processes that are focused on 

urgent and non-urgent matters. A hierarchy can connect parts 

either directly or indirectly or either vertically or horizontally. 

The existing levels will be arranged based on predetermined 

business processes, resulting in an arrangement of processes 

that are considered priorities. Hierarchies help in organization, 

decision making, and resource allocation, and provide a clear 

structure for understanding relationships between entities. 

The hospital governance (G) framework is becoming 

increasingly important considering the rapid development of 

health services in general and hospital services in particular. 

Governance in hospitals refers to the balancing and monitoring 

mechanisms that form important decision-making processes in 

serving public health. Hospital management is responsible for 

ensuring the best performance for patients. Therefore, it is 

important to understand the characteristics of organizational 

governance,  and  provide  services  to  make  a  positive 

contribution to the hospital's outlook and performance. 

• Implementing the organization and coordination of 

the formulation of technical policies for the RSUD 

Strategic Plan (Renstra) in line with the strategic plan 

of the Provincial Government which is used as a 

reference guideline in carrying out tasks. 

• Implementing the organization and coordination of 

the formulation of policies for the vision, mission and 

objectives of the RSUD based on references from the 

Government's vision and mission 

• Implementing and coordinating work to the 

hierarchical structure in accordance with the duties 

and responsibilities of each for the quality of service 

at the RSUD UPTD. 

Outlook (O) is an attitude or view towards a situation. In this 

research, you can have an optimistic or pessimistic outlook 

about the future. Decision outlook refers to the view, prospect, 

or expectation of the outcome or consequences of a decision 

taken. This can include how the decision is expected to affect 

the future in a particular context. 

• Impact Projection: Estimating the short-term and 

long-term impacts of the decision on the organization, 

individual, or situation. 

• Risks and Opportunities: Identifying potential risks 

and opportunities that may arise as a result of the 

decision. 

• Strategy and Action Plan: Developing strategies to 

address challenges and take advantage of 

opportunities based on projections from the decision. 

• Outcome Evaluation: Measuring and evaluating 

actual results against initial projections to assess the 

success of the decision. 

• External Context: Considering external factors that 

influence the Decision. 

Conducting Business Intelligence updates and building the 

existing Regional General Hospital Information System with a 

Dimensional approach, namely Hierarchy, Governance and 

Outlook. The steps for completing HGO Discovery are as 

follows: 

 

The following are existing policies in regional general 

hospitals, namely: Implementing the implementation and 

coordination of the preparation of technical policy formulations 

for the Regional General Hospital Strategic Plan (Renstra) that 

are in line with the strategic plan that serves as a reference 

guideline in carrying out tasks. Implementing the 

implementation and coordination of the preparation of policy 

formulations for the vision, mission and objectives of the 

Regional General Hospital based on references from the 

Government's  vision  and  mission.  Implementing  and 

 coordinating work to the hierarchical structure in accordance  
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with the duties and responsibilities of each for the quality of 

service at the Regional General Hospital. 

This model performs simulations with 2 aspects, namely 

positive (+) and negative (-) with the result that the value 0.000 

is the highest value and the value 1 is the lowest value. 

 

 
Fig 1. Method Performs HGOD Simulations 

 

Above the image of the results of 0.000 is the highest value 

or low risk and 1 is the lowest or high risk value. The results 

of the equation above provide a new picture or perspective 

on hospital, how an intelligent business is able to provide 

priorities for what will be done. 

 

 
Fig 2. Values of HGOD Model 

 

 

The following describes how the performance of this model 

from start to finish produces a dashboard Business Intelligence. 

 

 

 

 

Fig 3. HGOD Discovery 

 

HGOD discovery works starts from problem sumulation 

where the regional hospital performs data collection and data 

verification. after that, the system will build building models 

associated with priority hierarchy and HGOD so as to 

produce information in the form of outlook and dashboard. 

The dashboard produced by the data and information 

processing process which will become a decision-making 

technique that will be implemented by the general hospital. 

Table 1. Comparison of Business Intelligence Model 

Method Performs Simulations 

1,2 

1 

0,8 

0,6 

0,4 

0,2 

0 

Highest Lowest 

Method Performs Simulations 

No Reference WT LS CO DD 

1 DES (Discrete- 

Event Simulation) 

X X  X 

2 DSRM (The 
design science 

research 

methodology) 

X X   

3 HBIS (hospital- 

based business 

intelligence 
system) 

X  X  

4 MCS (Cross- 

Sectional) 

X    

5 GRD (Group 

Related 
Diagnostics) 

X X  X 

6 ABS (Agent- 

Based 
Simulation) 

X X   

7 HGOD Discovery X X X X 
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Distribution Comparing of 
The Selected Method 

WT LS CO DD 

DES 

GODI 

1 
0,8 
0,6 
0,4 
0,2 

0 

DSRM 

ABS HBIS 

GRD MCS 

 
 

The identified gaps show that there are 4 focal points that are 

used as a comparison with other methods, namely WT (Wait 

Time), LS (Length of Stay), CO (Cost), and DD (Door to 

Doctor). In these 4 points, each method has its own 

characteristics that you can see in the table above for 

comparison. 

 

Fig 4. Distribtion Comparing Method 

 

From the comparison results, DES (Discrete-Event 

Simulation) has 3 points, DSRM (The design science research 

methodology) has 2 points, HBIS (hospital-based business 

intelligence system) has 2 points, MCS (Cross-Sectional) has 1 

point, GRD (Group Related Diagnostics) has 3 points, ABS 

(Agent-Based Simulation) has 2 points and HGOD Discovery 

has 4 points. 

In this finding, the focus becomes clear that the increasing 

importance of simulation analysis in improving hospital 

services with business intelligence. The finding is the 

importance of a method that considers and emphasizes what 

happens in a hospital system so that patient management is 

maximized and the involvement of health care professionals in 

validation and verification simulations. In addition, this study 

proposes a HGOD Discovery framework that offers valuable 

insights into management, technology, human resources, and 

policies. 

 

 
Fig 5. Simulation dashboard criteria HGOD 

 

The following is a simulation of the dashboard graph for WT 

(Wait Time), IS (Length of Stay), CO (Cost), and DD (Door to 

Doctor) with a value range of 0 to 100. 
 

Fig 6. Simulation Comparing of Metirc 
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IV. CONCLUSION 

From the research conducted, several important conclusions 

were obtained, including: 

1. The hospital HGOD Discovery Model is becoming 

increasingly important given the rapid development of 

health services in general and hospital services in 

particular. HGOD in hospitals refers to the balancing and 

oversight mechanisms that shape the process of making 

important decisions in serving Public Health. 

2. This method performs simulations with 2 aspects, namely 

positive (+) and negative (-) with the result that the value 

0.000 is the highest value and the value 1 is the lowest 

value. Above the image of the results of 0.000 is the highest 

value or low risk and 1 is the lowest or high risk value. The 

results of the equation above provide a new picture or 

perspective on hospital, how an intelligent business is able 

to provide priorities for what will be done. 

3. The identified gaps show that there are 4 focal points that 

are used as a comparison with other methods, namely WT 

(Wait Time), LS (Length of Stay), CO (Cost), and DD 

(Door to Doctor). In these 4 points, each method has its 

own characteristics that you can see in the table above for 

comparison. 
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Abstract— Implementing information systems in 

manufacturing aims to improve operational efficiency and service 

quality. This study evaluates the acceptance of Internal Service 

Order (ISO) applications with the Extended Technology 

Acceptance Model (ETAM), that adds variables such as 

information quality, system quality and user habits. PLS-SEM 

analysis of 31 respondents found that user habits significantly 

influenced perceived ease of use (77.8%), which in turn influenced 

perceived usefulness (86.4%) and user attitude (62%). However, 

information quality did not significantly influence user habits, 

suggesting a need to improve information detail. These findings 

will help develop a TAM model for Indonesian furniture 

companies. The study recommends the improvement of 

information accuracy, the development of real-time notification 

features, and user training to increase adoption and operational 

efficiency This study provides guidance for organizations to 

optimize the application of technology in manufacturing 

operations. 

 

Keywords— ETAM, Internal Service Order, PLS-SEM, 

Manufacturing, Technology Acceptance. 

I. INTRODUCTION 

The increasing growth of technology in today's competitive 

industrial market encourages institutions to adopt innovative 

applications in various sectors, including the manufacturing 

industry. In recent years, many studies have explored adopting 

and accepting information technology applications in different 

business contexts using the Technology Acceptance Model 

(TAM). Chotijah & Retrialisca studied user readiness in 

adopting technology in the furniture sector in the Java area and 

found that the perception of inconvenience and unsafe factors 

from a user is an important issue faced in adopting technology 

[1]. This approach was also utilized in the furniture industry in 

Jepara, Indonesia to explore how users accept technology to 

improve operational efficiency and local competitiveness. By 

using TAM dimensions, this study shows how new technology 

can be accepted by users if it is able to deliver tangible benefits 

in terms of improved operational efficiency and convenience, 

such as real-time tracking and an intuitive user interface[2]. 

This research strengthens the validity of TAM in the acceptance 

of Distributed Ledger Technology in manufacturing which 

identifies that ease of use of technology (PEOU) significantly 

influences usability and attitude towards technology[3]. 

Similarly, this study found that technology usefulness is the 

most influential factor affecting the intention to use systems 

such as an Enterprise Resource Planning (ERP) system in 

apparel manufacturing in Java, reinforcing the importance of 

technology benefits to users[4]. In the same context, Arif 

evaluated the manufacturing module of an ERP system in an 

aluminium company and identified usability and ease of use as 

the main drivers that influence users' intention to adopt new 

technology. Although user-perceived risk was not significant to 

usage intention, this research demonstrates that managing 

operational risk is a key driver of digital transformation 

success.[5]. 

Ultimately, the furniture industry believes that technology 

can help streamline internal processes, such as operational 

service management, which can generate significant profits, 

reduce costs, and improve efficiency and decision-making. One 

company that has used technology in its business processes is 

PT Ebako Nusantara, which is involved in the cross-country 

export business of wooden furniture manufacturing. The 

technology used is the Internal Service Order (ISO) application. 

One of the technological innovations that optimize operations 

and improve services to be efficient is the Internal Service 

Order (ISO) application[6]. This application became a 

necessary tool in a furniture manufacturing company to 

facilitate the management of requests in internal units and 

improve operational workflow. The manufacturing industry's 

complex production processes and diverse operational needs 

create a complex environment to understand and adapt to the 

use of Internal Service Order (ISO) applications. Streamlining 

internal processes such as operational service management in 

the furniture manufacturing industry can bring significant 

benefits, reducing costs and improving efficiency. More 

importantly, it can improve decision-making and provide a 

more confident outlook for the future. In this case, the important 

role of organizational culture, employee training and education 

as well as management support, becomes a collaborative 

process to support the acceptance of this technology in the 

manufacturing business environment. 

This study aimed to analyze the acceptance of the Internal 

Service Order (ISO) application in a wooden furniture 

mailto:nindhia.hutagaol@asaindo.ac.id
mailto:%2Cfaizal@asaindo.ac.id
mailto:%2Cjumadi@asaindo.ac.id


Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 01, PP 92-100 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2231, Copyright ©2025 
Submitted : January 6, 2025, Revised : January 16, 2025, Accepted : January 24, 2025, Published : January 31, 2025 

93 

 

 

manufacturing company, PT Ebako Nusantara, using an 

extended TAM framework. In this case, the researcher presents 

insights into effective technology adoption strategies in the 

manufacturing sector. Hopefully, the findings can contribute to 

the development of the Technology Acceptance Model and 

suggest ways to improve technology adoption in manufacturing. 

 

II. LITERATURE REVIEW 

In the industrial world, the pressures of globalization, 

business competition, and the need for high efficiency are 

driving various industries to innovate and improve operational 

performance. The furniture industry, a dynamic sector, is a 

prime example of this adaptability. It constantly evolves, 

quickly adapting to consumer preferences, technological 

innovations, and market challenges. As furniture trends follow 

lifestyle and interior design, manufacturers demonstrate their 

resilience by adapting to remain competitive. For example, 

innovations in materials and production technologies, such as 

automated technologies and 3D printing, enable greater 

efficiency and flexibility in responding to changing market 

demands [7]. The development of textile production and 

tracking systems that automate processes and improve data 

management [8] is another example of this adaptability. In 

addition, the implementation of technology such as the Internal 

Service Order (ISO) application makes it easier for various 

departments to perform operational services with mutual 

integration [6] , including one of them in manufacturing. This 

Internal Service Order is one of the important components in 

the operational framework used to manage and track internal 

service requests within an organization such as maintenance, 

logistics, and quality control. The process in this type of system 

is designed to ensure that every service required during 

production runs according to schedule, thus meeting production 

targets on time and efficiently [9]. Effective task scheduling in 

ISO is key to maintaining smooth operations and minimizing 

delays affecting overall productivity. 

In its utilization, the Internal Service Order (ISO) 

application applied to manufacturing companies requires 

evaluation to understand the extent to which employees accept 

and implement this technology. The evaluation of application 

usage is not just a formality, but a crucial step to optimize 

operational efficiency, improve product quality, and increase 

customer satisfaction. The evaluation process is conducted in 

various ways from design to production management and 

customer relations. The importance of systematic evaluation 

cannot be overstated, as it helps companies identify strengths, 

weaknesses, and areas for improvement, thereby encouraging 

renewal and adaptation to evolving market dynamics [10]. 

One of the relevant methods for assessing the acceptance of 

this technology is the traditional TAM. It is commonly known 

as a framework used to identify the factors influencing how 

individuals intend to use and behave when using new 

technology. Furthermore, this model is even used in developing 

innovative products in the manufacturing industry, where 

perceived ease of use is highly influential on usability[11]. This 

relationship confirms the important role of user interface and 

training in increasing technology acceptance. In her research, 

Christine extended this method to include external factors 

relevant to the business context [12]. In furniture 

manufacturing, the study showed that factors such as supplier 

support, management efficiency, and facility conditions 

strongly influence the acceptance and use of ISO applications. 

Meanwhile, from a managerial perspective, Jacky [13] extended 

this model. He found that the management perspective has not 

been explored in the manufacturing industries, although this role 

is essential in applying technology in all sectors. Another study 

[5] modified this model to assess digital transformation in 

aluminum companies by adding the risk perception of 

technology adoption. Other factors [14], such as system quality, 

also need to be integrated into the TAM approach to understand 

organizations' sustainability intentions when using technology 

services. This researcher found it to play a role in improving 

users' perceptions of technology services. 

A. Model Technology Acceptance (TAM) 

This model is one of the widely used theoretical frameworks 

to measure how new technology is accepted with two main 

drivers, i.e., the usefulness and ease of use of technology (Fig. 

1). Perceived usefulness (PU) refers to a high level of user 

confidence that technology can improve performance or 

productivity, and ease of use (PEU) to determine user 

perceptions of the ease in using technology. Both factors are 

believed to influence user behavior in using technology, thus 

creating interest in accepting and using it. 

Technology Acceptance Modelling (TAM) is not just a 

theoretical construct, but a practical tool that can be used to 

predict the future application of technology. It has been 

successfully applied in various fields, making it a valuable asset 

for understanding and predicting technology adoption [15]. 
 

Fig. 1. Framework TAM [15] 

Several researchers have used TAM to study technology 

acceptance in various fields. For example, Hu used it to study 

the development of Digital Trade technology among Chinese 

manufacturers, while Cao applied it to understand the 

acceptance of automated manufacturing technology in China 

[16] [17]. 

A study by Laumer et al.[18], found that information quality 

plays an important role in determining system user satisfaction. 

Information quality, which includes completeness, relevance, 

timeliness, and usefulness, has a greater impact. In addition, 

system quality (complexity, flexibility, navigation, and 

reliability) has the greatest impact on user satisfaction. This 

research confirms that information quality, particularly task 
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context, should be an organizational priority to improve user 

satisfaction, prevent workarounds and maximize the benefits of 

information systems. The study analyzed acceptance using a 

modified TAM with cultural dimensions and found that the 

cultural dimension ‘uncertainty avoidance’ has a significantly 

influence on perceived usefulness.[19]. High levels of 

uncertainty avoidance tend to favour structure, regulation and 

routine to reduce uncertainty in the work environment. high 

levels of uncertainty avoidance see systems as useful tools if 

they believe they can provide predictability and stability in day- 

to-day operations. Another study also used this concept to 

comprehend the enablers of acceptance of one telemedicine 

service from 275 participants and found that one of the factors 

that increased acceptance of this technology was the level of 

trust in the technology service. [20]. In the educational 

environment, Lukman applied this method to evaluate the 

academic system of a private institution. He found that attitudes 

towards system use significantly impacted technology 

acceptance [21]. Lenni found in her research that as long as 

digital technology is easy to use, it will tend to be adopted, 

especially in tourism. The study also highlights the importance 

of innovation in driving technology adoption, and shows that 

easy usage directly increases people's intention to use the 

technology [22]. This study extends the traditional TAM by 

including external variables such as perceived mobility, 

personal habits, and perceived experience with financial 

services technology. They found that personal habits have a 

stronger direct influence on technology adoption intentions than 

perceived mobility[23]. 

B. Information System Success Model (ISSM) 

The ISSM model, a practical and influential tool in 

evaluating the success of information systems or technology, 

has been in use since its inception in 1992 [24]. Initially, the 

model comprised six key dimensions as shown in Fig.2 

including information quality, system quality, system usage, 

user satisfaction, individual impact, and organizational impact. 

Over the following decade, further research [25], led to the 

addition of two new dimensions by DeLone: system service 

quality (Service Quality) and user interest in applying the 

system or technology (Intention to Use). These additions 

combined individual and organizational influences into a 

tangible benefit dimension (Net Benefit). 

.  
Fig. 2. D&M Information Success Model [25] 

Previous researchers have used the ISSM model framework 

extensively to measure and identify factors affecting 

technology application acceptance. For example, the model was 

used to examine a mobile-based academic information system 

usage in education. According to this study, information 

quality, system quality, and perceived usefulness influenced 

users to continue using the technology. Meanwhile, service 

quality affects perceived usefulness but otherwise has no effect 

on the level of ease of use[26]. Similarly, in Ashfaq's research, 

this model was used and found that quality system information 

and services are very important to improve user experience and 

encourage the adoption of AI-based chatbot e-service 

technology[27]. This practical application underscores the 

relevance of this model in real-world scenarios. 

C. Partial Least Squares Methods (PLS) 

The PLS method is a commonly used analysis tool due to its 

ability to provide reliable evaluation results and work 

efficiently with small data sample sizes. Its unique feature is the 

ease with which it handles reflective and formative 

measurement models, making it applicable in a variety of 

research situations [28]. The PLS method works with two sets 

of components: a predictor variable component and a response 

variable component. Each predictor variable predicts the 

response variable construct by analyzing the data pattern, which 

indicates the most relevant relationship between the 

independent and dependent variables. 

In addition to maximizing the correlation between predictor 

and response variables, PLS reduces the dimensionality of the 

data. This reduction results in a more straightforward and 

understandable model, providing ease and clarity in the analysis 

process. [29]. 

 

From the literature review conducted, this research will 

combine the TAM and ISSM approaches as an Extended 

Technology Acceptance Model (ETAM) by integrating 

external variables such as information quality, system quality, 

and user habits into the implementation of ISO applications. 

This additional dimension is to analyze the factors that 

influence technology acceptance, so that users' understanding is 

more comprehensive regarding the relationship between user 

perceptions and actual technology use. This approach not only 

considers the influence of technology convenience and usability 

but also information and quality systems and user habits, which 

significantly impact technology adoption. Using Partial Least 

Squares (PLS) analysis, this study will show the impact of these 

three factors and provide insights to identify areas for 

improvement and optimize the success of technology adoption. 

III. RESEARCH METHOD 

This study analyses and identifies the factors that shape and 
influence user interest in using the Internal Service Order (ISO) 
application. Based on the review of literature studies that have 
been conducted, three external variables will be added to the 
TAM model framework. These variables are adapted from the 
ISSM model: information quality, system quality, and user 
culture (habit) variables are added. 

As shown in Figure 3, these three external variables along 
with other variables, namely the usefulness of technology, ease 
of use of technology, user attitudes towards technology, user 
intention to apply technology affect the dependent variable, 
namely the actual usage variable. 
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Fig. 3. Extended Technology Acceptance Model 

a) Information Quality (IQ) is a crucial factor that determines 

how information is received and perceived by users when 

using a system or technology. In this model, it is not just 

assumed, but it is proven that information quality 

significantly impacts the system quality (SQ) of the Internal 

Service Order (ISO) application service. 

H1: Information quality (IQ) positively and significantly 

impacts user habits (H) of the Internal Service Order 

application. 

b) System Quality (SQ), which represents the ability of the 

system or technology to perform interactions or operations, 

plays a critical role in the performance of information 

systems. This is an important measure for information 

system performance. 

H2: System quality (SQ) is not just a factor, but a potential 

game-changer that impacts user habits (H) in the 

application of the Internal Service Order application. 

c) User habit (H) has a cognitive effect on behavioral interest 

and are proven that they significantly impact the ease of use 

factor[30]. This is a vital aspect for user behavior in the 

Internal Service Order (ISO) application. 

H3: User habits (H) positively significantly impact the 

perceived ease of using the Internal Service Order 

application. (PEU) 

d) Perceived Ease of Use (PEU) determines the level of user 

confidence in the ease of use of technology and this factor 

contributes to improving user performance. 

H4: PEU significantly affects the perceived usefulness of 

the Internal Service Order application (PU). 

H5: PEU significantly positively affects user attitudes while 

adapting the Internal Service Order application (A). 

e) Perceived Usefulness describes user confidence where the 

Internal Service Order application provides benefits during 

use. 

H6: Perceived Usefulness (PU) positively and significantly 

affects user interest (IU) in the Internal Service Order 

application. 

H7: Perceived Usefulness (PU) significantly impacts user 

attitudes (A) to continue using the Internal Service Order 

application. 

f) Individual attitude towards using the system / Attitude 

towards Use (A) is essential in predicting users' behavioral 

interest in the system or technology services. 

H8: A significantly affects user behavioral interest in using 

Internal Service Order (IU) services. 

g) The behavioral interest factor using the system / Behavioral 

Intention to Use (IU) is used as an indicator to measure the 

user's desire to take a specific action. 

H9 : User behavioral interest (IU) strongly influences the 

use of Internal Service Order (AU) services. 

h) Actual Use (AU) of Internal Service Order services in this 

case is affected by ease of use (PEU), usefulness (PU), 

individual attitudes (A) and behavioral interest (BI) of users 

towards the use of Internal Service Order services. 

 

 

 

 

 

 

 
Fig. 4. Research Method 

The systematic stages of this research were carried out 

in a structured manner (Figure 4), including: 
1) Literature Study 

Researchers meticulously traced literature or previous 
research related to the research topic. This comprehensive 
stage provides a deep understanding of the context of the 
problem and the methods used in the study, ensuring the 
audience is well-informed. 

2) Problem Formulation 
The researcher plays a pivotal role in guiding the research 
by formulating a problem that will find its solution at the 
end of the research. This stage sets the focus and direction 
for the study. 

3) Design the Research Model 
Researchers design research models that describe the 
relation among variables or factors that have impact on the 
acceptance of Internal Service Order application 
technology. This stage helps the reader understand how the 
research is structured. 

4) Questionnaire Data Collection 
At this stage, researchers compile questionnaires and 
document the results of participants' answers to be 
processed and analyzed at the next stage. 

5) Data Analysis and Hypothesis Testing 
This process involves analysis of participant data and 
statistical test analysis using quantitative methods. 

6) Conclusion 
Researchers explain the findings and relate the findings to 
what researchers have found before. 

This study was conducted at PT Ebako Nusantara, which 

utilized the Internal Service Order (ISO) application by 

conducting a survey using a questionnaire instrument. Data 

collection began in September - October 2024, involving 31 

employees from all units who actively applied for production 

machine repair services as research respondents. The 

questionnaire was designed using the Google Form feature and 

distributed online to respondents. the proposed model is 

examined by analyzing the entire data using the PLS method 
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and validate the statistically determined factors to test the 

research hypothesis. The data analysis process was conducted 

using SmartPLS software by extracting respondents' answers 

based on the modified instrument developed in previous 

research [10]. 

The questionnaire chart includes two parts of the 

instrument: the first demographic characteristics containing 

respondent information such as gender, age, and work unit. The 

next part consists of question items, where respondents will 

specify their level of experience according to a 5-point Likert 

scale with following questionnaires (Table 1) items below: 

TABLE I. CONSTRUCT ITEMS 
Variables Statements 

 

 

Information 

Quality (IQ) 

1. The information available on this application helps 
me complete my work more efficiently 
2. The information available is always accurate 

3. The information available is complete and contains 

everything I need 
4. Information is constantly updated on time 

 

 

Habit (H) 

1. I use this application regularly to complete tasks 

2. I am comfortable and used to using this application. 

3. I believe this application can be used to improve 

collaboration between teams 

4. This application will be helpful for future 

sustainability 

 

 

System 

Quality (SQ) 

1. This application is easy to access and use at any 

time. 

2. This application rarely experiences interruptions or 

system problems. 

3. This application works quickly and efficiently when 

it’s needed. 

 

Perceived 

usefulness 

(PU) 

1. This application can increase company productivity. 

2. This application can improve the quality of 

operational services. 

3. This application is useful for maintaining work 
performance faster. 
4. This application can reduce operational costs. 

Perceived 

ease of use 
(PEU) 

1. I can easily interact with the ISO application 

2. I believe this application is easy to learn and use 

Attitude 

toward Use 

(A) 

1. I feel this application is handy for me 

2. It is enjoyable for me to use this application 

 

Intention to 

use (IU) 

1. I am interested in using this application often in the 

future 

2. I like using this application because it fits the 

prevailing culture in my work environment 

 

Actual use 

(AU) 

1. My unit has actively used this application. 

2. My unit has started using this application for 

operational services. 

3. The company has substantially used this application 

in manufacturing. 

 

IV. RESULT AND ANALYSIS 

The research data are obtained from a survey by distributing 

questionnaires to employees of the Maintenance Division and 

Production Division at the Ebako company, a total of 31 people 

who directly used the Internal Service Order (ISO) application. 

This unique perspective provides a detailed understanding of 

the application's usage. Table 2 shows the distribution of 

demographic data and characteristics of respondents. The fact 

that 68% of the respondents were male is significant, as it 

defines that male workers mostly use ISO applications in the 

manufacturing work environment. This is possible because this 

research case study is specifically a unit involving technical 

work where the study found a very high level of male 

participation in this domain [31]. This finding could have 

implications for gender diversity in technical roles within the 

manufacturing industry. 

The ISO technology adaptation process can be categorized 

as still having potential because most of the respondents are of 

productive age (31-50 years old) although the involvement of 

young age groups is minimal. In addition, the limited academic 

background also affects the respondents' ability to understand 

and use the application optimally. From the respondents' last 

level of education, 61% of them mostly have a high school 

education, which reflects that the proportion of respondents 

with higher education is also very minimal. This indicates the 

need for a competency improvement strategy, especially 

technological literacy, to support better and optimal adaptation. 

This strategy could involve targeted training programs or 

educational initiatives to enhance the technical skills of the 

workforce. 

The data in Table 2 shows that the Internal Service Order 

(ISO) application has been functioning and running at the 

operational level as seen by 90% of employees at the technician 

level who have actively used this technology. However, 

managerial-level participation can also be an issue that hinders 

strategic supervision if their role is minimal towards the 

application. This means that if managers are not actively 

involved in the use and oversight of the ISO application, it could 

lead to a lack of strategic direction and control over its 

implementation and use. 

TABLE II. USER’S DEMOGRAPHICS 

Characteristics 
Maintenance 

Unit 
Production 

Unit 
Total Percentage 

Gender     

Male 16 5 21 68% 

Femal  10 10 32% 

Age     

17 – 30 3 5 8 26% 

31 – 40 6 5 11 35% 

41 – 50 6 5 11 35% 

51 – 60 1  1 3% 

Last Education     

Senior High 
School equivalent 

9 10 19 61% 

Diploma 1 4 5 16% 

Bachelor 4 1 5 16% 

Master 2  2 6% 

Job Level     

Manager 2 1 3 10% 

Officer / 

Technician 

14 14 28 90% 

In the analysis process, all respondent data is processed 

using SmartPLS to test data validity and data reliability. From 

the data in Table 3, all variable indicators were found with a 

Cronbach's value > 0.60 and a correlation between statement 

items ≥ 0.7. From these findings, each questionnaire statement 

item in this study was concluded to be reliable for use as a 

research instrument. The composite reliability test value (CR) 

also proves and strengthens the test results that all variables in 

the model meet the validity criteria seen from the correlation 
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value in Table 4. 

TABLE III. VALIDITY AND RELIABILITY RESULTS 

Indicator 
Average 

Score 

Item 

Correlation 
Result 

Cronbach 

Alpha 
Result 

IQ1 4.516 0.785 valid 
 

0.889 

 

Reliable 
IQ2 4.129 0.940 valid 

IQ3 4.000 0.886 valid 

IQ4 3.935 0.852 valid 

H1 4.335 0.857 valid 
 

0.838 

 

Reliable 
H2 4.290 0.846 valid 

H3 4.387 0.875 valid 

H4 4.290 0.701 valid 

SQ1 4.129 0.805 valid  

0.781 

 

Reliable SQ2 3.935 0.795 valid 

SQ3 4.258 0.891 valid 

PU1 4.452 0.872 valid 
 

0.912 

 

Reliable 
PU2 4.387 0.938 valid 

PU3 4.452 0.926 valid 

PU4 4.258 0.820 valid 

PEU1 4.484 0.918 valid 
0.827 Reliable 

PEU2 4.419 0.929 valid 

A1 4.419 0.939 valid 
0.870 Reliable 

A2 4.226 0.943 valid 

IU1 4.355 0.970 valid 
0.935 Reliable 

IU2 4.129 0.967 valid 

AU1 4.226 0.917 valid  

0.836 

 

Reliable AU2 4.194 0.929 Valid 

AU3 4.129 0.753 Valid 

In Table 4, respondents' feedback on the adaptation of the 

use of the Internal Service Order (ISO) application from each 

variable, namely attitude towards system use (A), actual use 

(AU), Habit (H), information quality (IQ), user intention (IU), 

perceived ease of system use (PEU), perceived usefulness (PU), 

and system quality (SQ) shows that the composite reliability 

estimate results obtained from the bootstrapping process are 

stable and consistent with each variable value <0.05. 

TABLE IV. COMPOSITE RELIABILITY (CR) 

Variable Composite Reliability Value 

Actual Use (AU) 0.903 

Attitude towards Use (A) 0.939 

Habit (H) 0.893 

Information Quality (IQ) 0.924 

User Intention (IU) 0.968 

Perceived Ease of Use (PEU) 0.920 

Perceived Usefulness (PU) 0.938 

System Quality (SQ) 0.870 

 

 

TABLE V. DISCRIMINANT VALIDITY (DV) 

 

Var 
Discriminant Validity 

AU A H IQ IU PEU PU SQ 

AU 0.870        

A 0.724 0.941       

H 0.695 0.728 0.823      

IQ 0.582 0.798 0.781 0.868     

IU 0.732 0.933 0.764 0.842 0.969    

PEU 0.773 0.808 0.778 0.721 0.811 0.923   

PU 0.741 0.752 0.769 0.714 0.791 0.864 0.890  

SQ 0.571 0.744 0.799 0.813 0.764 0.736 0.714 0.832 

The empirical research model analysis results by applying 

the Partial Least Square (PLS) approach are shown in Figure 5 

and Table 5. Figure 5 shows the correlation between variables, 

with each indicator representing latent variables. In the model 

used, three external factors will be analyzed and tested for their 

influence on the acceptance of ISO application technology at 

PT Ebako Nusantara: information quality factors on the system, 

system quality factors, and user habits. Each factor is positively 

correlated with indicators of perceived ease of use of the 

system. Several hypotheses in the research model (Figure 3) 

show that eight of the nine hypotheses tested have a significant 

impact with a p-value <0.05. 

 

 

 

 

 

 

 

 

 
Fig. 5. Correlation Variables in extended TAM 

First, hypothesis H1 (IQ → H) is rejected as it shows 

information quality does not impact on user habits (p-value 

0.062) even though information quality (IQ) is positively 

correlated to application user habits (0.389). According to a 

survey conducted on all ISO application user employees, 19% 

of employees still feel inaccurate information, such as unclear 

details and images of product damage, notification problems, 

and lack of information on the progress of ongoing repairs. This 

allows the influence of the information quality factor to be 

relatively low for users as a reason to get used to using the ISO 

application. On the other hand, the p-value of hypothesis H2 

(SQ → H) is 0.020, which indicates there is a significant effect 

of system quality on user habit. This finding strengthens the 

hypothesis that ISO application quality factors directly 

contribute to improving user habits. The p-value of H2 is also 

in line with the positive correlation between the system quality 

variable and the user habit factor (0.483), meaning that the 

Internal Service Order (ISO) application is included in the 

system quality factor, including reliability both from the 

stability, speed, and security of the system to encourage each 

employee to use the system more often and habitually. 

The data testing results also prove the hypothesis H3 

(H→PEU) has a significant effect (coefficient value 0.778, p- 

value 0.000), so it is concluded that user habits (H) have a 

dramatic effect on user experience when adapting to new 

technology. In this case, employees who are accustomed to 

using ISO applications will find it easier to use the application 

when used on an ongoing basis. This user habit will ultimately 

affect the ease of use and automatically also affect the perceived 

usefulness of the application (coefficient value 0.864 with t- 

statistic 17.474 and p-value 0.000) and even user attitudes 

(coefficient value 0.621, t-statistic = 2.481, p-value = 0.013). 

This user habit may also result from encouragement from the 

work environment, including people who are considered 

important in the organization, to adopt the technology[32]. This 

means that in addition to the application being perceived as easy 
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to use, the role of superiors or colleagues who initiate the use of 

this application can also affect the perceived ease of use and 

usefulness of technology. These results support that hypotheses 

H4 (PEU → PU) and H5 (PEU→A) are also valid where ease 

of use positively affects application usability and user attitude. 

However, the results of testing the perceived usefulness 

factor in hypotheses H6 (PU→IU) and H7 (PU→A) reveal a 

different effect. The perceived usefulness factor has a 

significant but relatively low impact, with a coefficient value of 

0.205 and a p-value of 0.014. This suggests that perceived 

usefulness has a smaller influence on user intentions and does 

not even show significance on user attitudes (coefficient 0.216, 

t-statistic = 0.947, p-value = 0.344), leading to the rejection of 

H7. 

TABLE VI. DIRECT EFFECT ANALYSIS RESULTS 
Hypothesis Coefficient t-statistic p-value Results 

H1 : IQ⭢H 0.389 1.873 0.062 rejected 

H2 : SQ⭢H 0.483 2.337 0.020 accepted 

H3 : H⭢ PEU 0.778 10.131 0.000 accepted 

H4 : PEU⭢PU 0.864 17.474 0.000 accepted 

H5 : PEU⭢A 0.621 2.481 0.013 accepted 

H6 : PU⭢IU 0.205 2.453 0.014 accepted 

H7 : PU⭢A 0.216 0.947 0.344 rejected 

H8 : A⭢ IU 0.778 9.291 0.000 accepted 

H9 : IU⭢AU 0.732 7.854 0.000 accepted 

This implies that users' attitudes towards technology are 

influenced not only by perceived usefulness but also by other 

variables such as trust in the system, user satisfaction, and 

previous interaction experience. In a manufacturing 

environment, the benefits of technology (such as increased 

productivity) may not be perceived directly by individuals, but 

rather at an organizational level. This may mean that perceived 

benefits are not directly related to individual attitudes towards 

the technology. 

Meanwhile, the results of hypotheses H8 (A→IU) and H9 

(IU→AU) are both significant, with coefficients of 0.778 and 

0.732 respectively (p-value 0.000). These results indicate that 

the user attitude factor has a strong influence on usage intention, 

and user intention directly affects the actual usage of the 

application. This analysis aligns with the Technology 

Acceptance Model modeling concept, which defines positive 

user attitudes toward technology as driving the technology 

adoption process. 

In conclusion, the three external variables added to the 

traditional TAM significantly influence Internal Service Order 

(ISO) application usage. The application is proven to be used 

on an ongoing basis, especially in the Production Division and 

Maintenance Division at PT Ebako Nusantara, which 

significantly improves the performance of each employee 

involved. The success of these factors affects the perceived ease 

of adopting the ISO application, thereby triggering the user's 

intention to continue using the application. Notably, ISO 

application users at PT Ebako Nusantara are predominantly 

men aged 31-50, with an average high school education. Given 

this demographic, it is crucial for the company to design an 

intuitive and user-friendly interface for users over 40 and to 

simplify the features to accommodate their potentially limited 

technical understanding. This will support more optimal 

adaptation and enhance the application's usability. 

The high and low quality of information in ISO applications 

is measured by relevance, accuracy, and availability. This 

application has good information quality but does not affect 

user habits. This is due to differences in user education levels 

that affect user understanding of the information in the 

application, as well as the availability of some information that 

has not been detailed to answer user needs so that it tends to 

affect the confidence of some users in the usefulness of this ISO 

application. This possibility can be seen from the IQ4 statement 

in Table 3 (mean = 3.935), which received a relatively low 

response, indicating that users feel the information available is 

not correct. This fact was also found in previous research [33], 

which explains that quality information on a system becomes a 

factor that significantly affects users with high experience and 

sufficient educational competence. If the quality of information 

(in this case, such as repair work time, complete detailed 

information about machine or device damage in production 

operations, and other important information) is accurate and 

relevant, it can increase the perception that technology helps 

maximize user performance. 

On the other hand, the highest statement response (mean = 

4.484) is that it is easy for users to interact with the ISO 

application, indicating that the design of the application design 

is adequate so that users can easily interact with this application. 

However, it is necessary to consider evaluating the technical 

infrastructure to speed up the application response time. In 

addition, based on the survey 25% of employees suggested the 

addition of several features such as the provision of 

notifications and the progress feature of the ongoing repair 

process where these two features help provide information for 

employees to achieve the completion of work targets. Overall, 

this study’s results answer hypotheses in the proposed ETAM 

model, a model that extends the traditional TAM by adding 

three additional variables that are positively correlated and 

influential to the TAM model. However, the insignificant 

hypothesis H7 indicates the relationship between perceived 

usefulness and user attitude requires further analysis in the 

future by considering additional variables such as trust. 

Perceived usefulness and satisfaction need to be considered 

from the user's point of view to find out the benefits that are 

directly felt by the users one of which is affected by the quality 

of information. This will increase the user's trust that the system 

provides significant value, thus increasing the user's use of the 

system. 

The factors analyzed include information quality, system 

quality and user habits, but do not consider other factors such 

as confidence in the technology, management support or 

individual motivation. As a result, the model does not fully 

capture the complex dynamics of technology adoption in a 

manufacturing environment. This study was also limited to one 

manufacturing company in Indonesia, so the results are highly 

contextual and may not apply to other companies with different 

organizational structures, work cultures or technologies in other 

regions. In addition, the small sample size of 31 respondents 

also reduces the ability to generalize the results to a wider 

population. 
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The adoption ISO applications in manufacturing can be a 

solution that improves operational performance. This is 

achieved by ensuring the quality of the information and systems 

developed and, importantly, by encouraging employees to use 

the system through regular and continuous training. This 

training helps build user habits when applying the technology, 

improving the overall user experience and system adoption. 

V. CONCLUSION 

This research goal is to extend and evaluate a robust model 

that empirically elucidates how information quality factors in a 

system, system quality factors, and user habit factors influence 

user perspectives on system use. This model, we believe, has 

the potential to significantly influence user adoption of a system 

in a sustainable manner, thereby making a substantial 

contribution to the field of information systems and technology 

adoption. 

System quality positively influences user habits in using 

technology to determine its usefulness. On the other hand, the 

results show that the quality of information does not 

significantly affect users' habits of using the application when 

the quality of the system is simple and makes it easy for users 

with a wide age range to get used to new technology. In this 

case, the external factor of user habits is a good predictor in 

measuring the ease of use manufacturing systems. This factor 

becomes very important if the quality of the qualified system 

supports it. The Internal Service Order (ISO) application is still 

a new system in PT Ebako Nusantara, so several functions and 

features still require users to perform new tasks, such as 

monitoring the repair of production machines. 

Some specific suggestions that are applied to improve the 

quality of information in ISO applications include improving 

the accuracy of information by adding detailed descriptions to 

machine damage information. Details include not only images, 

but also full technical explanations so that users can properly 

understand the condition of the damage. In addition, repair 

status updates should be provided in real time to increase 

transparency in the repair process. This can be supported by 

implementing automatic notification features such as repair 

deadlines and the status of completed or ongoing repairs. User 

training also plays a key role in improving application usage. 

This should be carried out to improve technological literacy, 

especially for employees with lower levels of education. On the 

other hand, to ensure that the application remains relevant to 

user needs, regular evaluation by the management team through 

surveys or periodic discussions is also necessary. This allows 

organisations to identify missing or missing features in the app, 

which can then be incorporated into the development of new 

features, ensuring that the app continues to evolve as needed. In 

addition, an analytics dashboard that summarises key data such 

as average repair time and service request status can help users 

monitor the performance of the app. In the future, the app can 

also integrate AI technology to predict potential breakdowns 

based on usage and repair history, so that preventative action 

can be taken earlier. 

Moreover, it's crucial that application developers review 

and enhance the system to ensure that ISO applications can 

effectively meet the needs of their users. This is particularly 

important in terms of maximizing the system's flexibility, 

accuracy, and security. Additionally, our proposed model 

suggests the inclusion of trust factors as new predictors to test 

system usage and user satisfaction, further underlining the need 

for continuous system improvements. 
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Abstract — This study examines the effectiveness of the 

Naïve Bayes and C4.5 algorithms in analyzing book borrowing 

patterns at the Pringsewu Muhammadiyah University Library. 

As libraries increasingly serve as vital educational hubs, 

understanding user borrowing behavior is essential for 

effective collection management and service enhancement. The 

research follows the Cross-Industry Standard Process for Data 

Mining (CRISP-DM), which includes stages of business 

understanding, data understanding, preparation, modeling, 

evaluation, and implementation. A dataset consisting of 5,586 

records and ten attributes related to book lending was utilized, 

with comprehensive data cleaning and preprocessing 

conducted. The performance of both algorithms was assessed 

using K-fold cross-validation, yielding an accuracy of 96.26% 

for C4.5, compared to 91.44% for Naïve Bayes. These results 

demonstrate that C4.5 is more adept at capturing complex 

relationships within the data, providing deeper insights into 

user preferences and enhancing library services. This research 

underscores the potential of data mining techniques to 

optimize library management and proposes avenues for future 

investigation, such as exploring advanced machine learning 

algorithms and expanding datasets for use in broader library 

contexts. 

Keywords— Book Borrowing Patterns, C4.5, Naive Bayes, 

Datamining 

I. INTRODUCTION 

In today's digital era, the library does not function as a 
place to store my books, but also as an important source of 
information and education for students, lecturers and 
researchers. With the increasing number of books and other 
materials available, and the diversity of users' information 
needs, managing library collections effectively has become 
a significant challenge[1]. One important aspect in library 
management is understanding book borrowing patterns by 
users.  

Book borrowing patterns can provide valuable insight 
into user preferences, collection usage trends, and 
information needs that may be unmet[2]. However, with 
large data volumes and complexity, manual analysis 
becomes less efficient and prone to errors[3]. 
Muhammadiyah Pringsewu University as a higher education 

institution also faces challenges in managing its library so 
that it can meet the information needs of the entire academic 
community. This is where data mining plays an important 
role. By utilizing data mining to analyze book borrowing 
patterns, libraries can be more effective in developing 
collection management strategies and improving service 
quality. In recent years, data mining has become a powerful 
tool for enhancing library management by providing 
detailed analyses of user behavior and collection utilization. 
Several studies have examined various data mining 
techniques, such as association rule mining, clustering, and 
classification algorithms, to identify hidden patterns in 
library usage data. Researchers have found that algorithms 
like Naïve Bayes, Decision and K-means clustering can 
offer valuable insights into user preferences and improve 
services by enabling targeted recommendations and 
collection development. Despite these advancements, gaps 
remain in exploring the performance differences among 
these algorithms specifically in university libraries, as well 
as in developing strategies for real-time, automated 
recommendations. This research aims to bridge these gaps 
by focusing on the comparative effectiveness of Naïve 
Bayes and C4.5 in the context of a university library. 

Data mining is a technique that can be used to extract 
valuable information from large and complex data[4][5]. In 
a library context, data mining can help identify hidden 
patterns in book lending data, which can then be used to 
improve library services, such as collection management, 
personalization of book recommendations, and budget 
planning for procuring new books[6]. 

To analyze book borrowing patterns, various data 
mining algorithms can be used, including the Naïve Bayes 
and C4.5 algorithms[7]. These two algorithms have different 
approaches to processing data and making predictions, so it 
is important to compare to determine which algorithm is 
more effective in a particular context. Naïve Bayes is an 
algorithm based on Bayes' theorem, which uses probability 
to make predictions[8]. This algorithm is simple, fast, and 
frequently used in text classification and pattern analysis. 
C4.5 is a decision tree-based machine learning algorithm 
that generates decision trees from training data[9]. These 
algorithms are known for their ability to handle varying data 
and provide easy-to-understand interpretations in the form 
of decision trees. 

The application of data mining in library systems can 

mailto:wilian.2321210009p@mail.darmajaya.ac.id[1


 

 

Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 01, PP 101-106 

 

 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2300, Copyright ©2025 

Submitted : October 14, 2024, Revised : November 12, 2024, Accepted : November 14, 2024, Published : January 31, 2025 

102 

 

help identify hidden book borrowing patterns and provide 
more personalized recommendations to library users[10]. 
Analyzing user behavior through data mining techniques 
can improve library collection management by 
understanding user preferences based on lending data[11]. 
The Naïve Bayes algorithm has advantages in text 
classification, especially because of its simplicity and speed 
in processing data, which makes it suitable for applications 
with large data volumes[12]. Naïve Bayes is effective in 
library book recommendation systems because this 
algorithm can accurately predict book categories of interest 
based on borrowing history[13]. The C4.5 algorithm is very 
effective in producing decision trees that are easy to 
interpret, especially in complex data analysis such as book 
borrowing patterns in libraries[14]. The C4.5 algorithm is 
able to handle varied data well and provides more 
interpretive results than other algorithms in analyzing 
library user behavior. 

Therefore, this research aims to compare the 
performance of the Naïve Bayes and C4.5 algorithms in 
analyzing book borrowing patterns at the Pringsewu 
Muhammadiyah University Library. It is hoped that the 
results of this research can provide recommendations 
regarding the most appropriate methods to be implemented 
in library information systems in the future. 
 

II. METHODOLOGY 
A. Research Stage 

The method used in this research follows the stages of 
the Cross-Industry Standard Process for Data Mining 
(CRISP-DM) model[15]. The research stages can be seen in 
Figure 1 below: 

 
Figure 1 Research Flow 

 
• Business Understanding Phase 

At this stage the focus is on the research objective, 
namely to find out the best algorithm for analyzing book 
borrowing patterns in libraries by looking at what books 
are the most popular among borrowers, which students 
from study programs borrow books most often, then what 
are the book borrowing patterns over a certain period of 
time , so that the best model is obtained to fulfill the 
research objectives. 
• Data Understanding Phase 

The data that will be used in the research is Pringsewu 
Muhammadiyah University library information system data. 
There are 10 attributes that will be used in this research  

Namely Borrower ID, Gender, Membership Type, Copy 
Code, Book Category, Length of Membership, 
Department/Faculty, Borrow Date, Return Date, Status. 

• Data Preparation 
Data preparation is one of the important stages in the 

CRISP-DM process which ensures that the data to be used 
for analysis is in optimal condition. Prepare data for 
analysis. This includes data cleaning, feature selection, and 
data transformation. After the data preparation stage is 
complete, the data will be ready to be used in the modeling 
stage. A careful data preparation process is essential to 
ensure that the analysis and models built are accurate and 
relevant. 
• Modeling (Modeling Phase) 

The algorithms used in this research are the C4.5 and 
Naive Bayes algorithms to classify book borrowing patterns 
at Pringsewu Muhammadiyah University and to obtain a 
model or function to describe graduation predictions by 
comparing the C4.5 and Naive Bayes algorithms. 
• Evaluation Phase (Evaluation Phase) 

At this stage, the performance evaluation of the two 
algorithms, namely the C4.5 and Naive Bayes Algorithms, is 
carried out by comparing the results of the average values 
of accuracy, recall and error rate contained in the 
confusion matrix table. 
• Deployment Phase (Deployment Phase) 

After the evaluation stage where the results of a model 
are assessed in detail, the model performance is monitored 
periodically and adjusted if necessary. Apart from that, 
adjustments were also made to the model so that it could 
produce results that were in line with the initial target of 
this CRISP-DM stage. 

 
B. Data Collection Stage 

Data collection methods are an important thing in 
research and are strategies or methods used by researchers 
to collect the data needed in their research. The data 
collection methods used in this research are: 
• Literature Review (Research Library) 

The literature review is carried out by reading, quoting 
and making notes sourced from library materials that 
support and are related to research, in this case 
regarding C4.5 and Naive Bayes Algorithm data 
mining. 

• Field Studies (Field Research) 
In this research, data collection through documents was 
carried out by studying the facts or data in the 
Pringsewu Muhammadiyah University Library 
information system. 
 

C. Experiment Stages 
This research will be carried out by applying two 

methods, namely the C4.5 Algorithm and Naive Bayes to 
classify book borrowing patterns.  
• Decision tree (C4.5) 

C4.5 is a collection of algorithms for classification 
techniques in machine learning and data mining. The goal is 
supervised learning, where each tuple in the data set can be 
described by a set of attribute values, and each tuple belongs 
to one of many different and incompatible classes[16]. The 
goal of C4.5 is to learn mappings from attribute values to 
categories that can be used to categorize unknown items into 
new categories. J. Rossi Quinlan suggests C4.5 based on 
ID3. A decision tree is constructed using the ID3 algorithm. 
A decision tree is a tree structure that is like a flowchart, 
with each internal node (nonleaf node) representing a test on 
an attribute, each branch representing a test result, and each 
leaf node holding a class label. After building a decision tree 
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for tuples that do not provide classification labels, we select 
a path from the root node to the leaf node, and the path 
stores the prediction information of the tuple. Decision trees 
have the advantage of not requiring domain information or 
parameter configuration, making them ideal for exploratory 
information mining[17]. 

The C4.5 algorithm is based on ID3 added to 
continuous attributes, attribute values, and information 
processing, by generating a tree to build a pruning decision 
tree in two stages. For each attribute, with the C4.5 
algorithm information calculation, we can find out the Gain 
Ratio, the rate of information acquisition. Finally, it is 
selected with the highest level of information gain from the 
given test set attributes to organize the branch. According to 
the test attribute values using a recursive algorithm, obtain 
an initial decision tree. The computational formula related to 
the C4.5 algorithm is as follows[18]. First, the expectation 
value required for sample classification is given as follows: 
Determine the root of the tree by calculating the highest 
gain value of each attribute or the lowest entropy index 
value. Previously, the entropy index value was calculated 
using the formula: 

 
𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑖) =∑𝑚

𝑗=1  𝑓(𝑖, 𝑗). 2𝑓[(𝑖, 𝑗)]        (1) 
 

 Gain value using the formula:   
 

    𝑔𝑎𝑖𝑛 = − ∑
𝑝
𝑖=1     . 𝐼𝐸(𝑖)                        (2)  

 
To calculate the gain ratio, you need to know a new 

term called Split Information with the formula:   

    𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 = -∑
S1

S

𝑐

𝑡=1
𝑙𝑜𝑔2

𝑆1

𝑆
      (3)  

Next, calculate the gain ratio 
 

   𝐺𝑎𝑖𝑛𝑟𝑎𝑡𝑖𝑜(𝑆, 𝐴) =
Gain(S.A)

SplitInformation (S,A)
                    (4) 

 
Repeat step 2 until all records have been split. The 

decision tree splitting process ends when:   
1. All tuples in node record m are of the same class.   
2. The attributes in the dataset are not further divided.   
3. An empty branch has no records 

• Naïve Bayes 

Naive Bayes is a probabilistic classification algorithm 

that utilizes Bayes' theorem to classify data. This algorithm 

is called "naive" because it assumes that all features in the 

dataset are independent of each other when assigned a 

particular class. Although this assumption is often 

unrealistic in practice, Naive Bayes remains popular and 

effective for many classification tasks[19]. 

Bayes' theorem is the basic principle of this algorithm. 

This theorem can be used to update the probability of a 

hypothesis based on new evidence. In the context of 

classification, the hypothesis is the class we are trying to 

predict, and new evidence is the observed features of the 

data. 

 

𝑃(𝐻|𝑋) =
𝑃(𝑋|𝐻)𝑃(𝐻)

𝑃(𝑋)
              (5) 

 

Where: 

• P(C∣X): Posterior probability of the class C is given a 

feature 𝑋 

• P(X∣C): Feature probability 𝑋 is given a class 𝐶 

(likelihood). 

• P(C): Class prior probability 𝐶 

• P(X): Marginal probability of a feature 𝑋 

 

D. Performance Evaluation 

• K-fold Cross Validation 

k-fold cross-validation is a technique for validating the 

accuracy of a model built on a certain data set, which 

divides the data set into two parts, namely training data and 

testing data. For prediction problems, the model is usually 

given a dataset of known data to train on (training dataset) 

and unknown data (or first-time data) to test the model 

(called validation). or test data)[20]. The goal of cross-

validation is to test a model's ability to predict new data that 

was not used in its evaluation, to flag problems such as 

overfitting or selection bias, and to provide insight into how 

the model generalizes to independent data. set (i.e. unknown 

dataset, e.g. problem). 

• Confusion matrices 

Confusion matrix is a very popular measure used when 

solving classification problems. It can be applied to binary 

classification as well as to multiclass classification 

problems. This matrix is used to evaluate the performance 

of the method used after classification. The confusion 

matrix represents TP values that are correctly classified, FP 

values in the relevant class when they should be in other 

classes, and FN values in other classes when they should be 

in the relevant class and TN values that are correctly 

classified in other classes[21]. The most frequently used 

performance metrics for classification according to these 

values are accuracy (ACC), precision (P), sensitivity (Sn), 

specificity (Sp), and F-score values. The calculation of these 

performance metrics according to the values in the 

confusion matrix is made according to Eq. 

𝐴𝐶𝐶 =
TP+TN

TP+TN+FP+FN
         (6) 

 

𝑃 =
TP

TP+FP
          (7) 

 

𝑆𝑛 =
TP

TP+FN
          (8) 

 

𝑆𝑝 =
TN

TN+FP
          (9) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2x
P x Sn

P+Sn
       (10) 

 

III. RESULTS AND DISCUSSION 

A. Analysis and Preprocessing Data 

Before applying the algorithm, data collected from the 

Pringsewu Muhammadiyah University Library was 

analyzed and processed first. The dataset consists of 5618 

data with ten attributes including Borrower ID, Gender, 

Membership Type, Copy Code, Book Category, 
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Membership Length, Department/Faculty, Borrowing Date, 

Return Date, and Status. A total of 170 records were 

removed due to missing values and duplicates identified. 

For example, all records with an incomplete Borrower ID or 

missing Return Date will be excluded from the data set. This 

data can be seen in Figure 2 below. 

 
Figure 2 Dataset 

B. Modeling and Evaluation 

Both algorithms (C4.5 and Naïve Bayes) were 

implemented using the preprocessed dataset. The 

performance of each algorithm was evaluated using K-fold 

cross-validation (with 𝑘=10) to ensure reliable accuracy 

metrics. 

Algorithms C4.5 

The application of data in Rapidminer for analyzing 

book borrowing using the C4.5 algorithm is shown in Figure 

3 below: 

 

 
 

Figure 3 Testing scheme with C4.5 

In Figure 3, the prepared dataset is applied to the 

Rapidminer application by conducting experiments using 

cross validation which can directly divide the data into 

training data and testing data because the data used is 

supervised and the algorithm used is C4.5. We can see the 

experimental results in Figure 4 below. 

 

 
Figure 4 Accuracy Results with the C4.5 Algorithm 

In figure 4 The model achieved an overall accuracy of 

96.26%. This high accuracy indicates that the model 

correctly classifies approximately 96 out of every 100 

instances, suggesting effective performance in 

distinguishing between the classes. Decision tree generated 

by the C4.5 algorithm for classifying book borrowing 

patterns we can see the experimental results in Figure 5 

below. 

 
Figure 5 Decision tree 

Figure 5 above depicts the decision tree structure used 

to classify Borrower IDs and Exemplar Codes based on 

various conditions. Each branch of the tree represents a 

decision or comparison made against the Borrower ID and 

Exemplar Code. For example, first a separation is carried 

out based on Borrower ID > 19034793.500, which then 

leads to further grouping based on Exemplar Code and 

Borrower ID values. Each branch contains information 

regarding the number of borrowers who meet or do not meet 

the given conditions, with the numbers in brackets 

indicating the number of borrowers in each category.  

This decision tree structure helps in understanding 

various factors such as "Exemplar Code", "Borrower ID", 

etc. that influence borrowing patterns and helps librarians in 

making data-based decisions regarding book management. 

This can guide collection development, help identify 

popular books, and understand borrowing behavior at the 
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Pringsewu Muhammadiyah University Library. 

Algorithms Naïve Bayes 

The application of data in Rapidminer for analyzing 

book borrowing using the Naïve Bayes algorithm is shown 

in Figure 6 below. 

 

 
Figure 6 Testing scheme with Naïve Bayes 

The experiment in Figure 3.5 is a validation technique 

for dividing training data and testing data using cross 

validation techniques. From this experiment, we got the 

results that we can see in Figure 7 below 

 

 
Figure 7 Accuracy Results with the Naïve Bayes Algorithm 

In figure 7 The model achieved an overall accuracy of 

91.44%. Apart from accuracy in the Naive Bayes algorithm, 

there is SimpleDistribution where The focus of this model is 

on the label attribute Status Pengembalian. This attribute 

likely classifies whether a book has been returned on time or 

not, reflected by binary classes (1 for returned on time, 0 for 

not returned on time). we got the results that we can see in 

Figure 8 below. 

 
Figure 8 Sample Distribution 

In figure 8 The model indicates that Class 1 has a 

probability of 0.959, suggesting that 95.9% of the instances 

in the dataset are classified as this class. This is a strong 

indication that most books are returned on time. In contrast, 

Class 0 has a probability of 0.041, indicating that only 4.1% 

of the instances are classified as not returned on time. This 

suggests that overdue returns are significantly less frequent 

compared to timely returns. Both classes have 9 

distributions listed, which means the model used nine 

different feature distributions (attributes) to help classify the 

return status of the books. 

C. Results  

The results of the model performance are summarized 

in the following 

 
Figure 10 algorithm performance comparison results 

Based on the table and diagram image above, it shows 

that changing the number of K-Folds in Cross Validation 

when carrying out classification will produce different 

accuracy so that we can produce the best accuracy. We can 

see that with K-Fold 10, the accuracy and precision results 

are the highest, in contrast to the recall results which are not 

higher than other uses of K-Fold. C4.5 achieved an accuracy 

of 96.26%, indicating it correctly classified a significant 

majority of the borrowing patterns. In contrast, Naïve 

Bayes, with an accuracy of 91.44%, showed a slightly lower 

capability in predicting user behavior. 

D. Discussion 

The C4.5 algorithm outperformed the Naïve Bayes 

algorithm across all evaluated metrics. This can be 

attributed to C4.5’s ability to model complex relationships 

in the data through its decision tree structure. The tree 

structure allows for capturing interactions between features, 

which is particularly useful when analyzing book borrowing 

patterns that may be influenced by multiple factors (e.g., 

book categories, user demographics). C4.5 achieved an 

accuracy of 96.26%, indicating it correctly classified a 

significant majority of the borrowing patterns. In contrast, 

Naïve Bayes, with an accuracy of 91.44%, showed a slightly 

lower capability in predicting user behavior. 

The findings emphasize the importance of utilizing data 

mining techniques for effective library management. By 

implementing the C4.5 algorithm, the Pringsewu 

Muhammadiyah University Library can enhance its 

collection management strategies, personalize 

recommendations for users, and allocate resources more 

efficiently based on borrowing trends. 

IV. CONCLUSION 

The study successfully demonstrated the application of 

the C4.5 and Naïve Bayes algorithms in analyzing book 

borrowing patterns at the Pringsewu Muhammadiyah 

University Library. The results showed that the C4.5 

algorithm outperformed Naïve Bayes across all evaluation 

1 2 3 4 5 6 7 8 9 10

Accuracy C4.5 94, 95, 94, 94, 94, 94, 94, 94, 94, 96,

Accuracy Naïve
Bayes

90, 90, 91, 90, 91, 92, 91, 90, 90, 91,

86,00%
88,00%
90,00%
92,00%
94,00%
96,00%
98,00%

K-Fold

Accuracy Comparison

Accuracy C4.5 Accuracy Naïve Bayes
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metrics, including accuracy, precision, recall, and F-score. 

Specifically, C4.5 achieved an accuracy of 96.26%, while 

Naïve Bayes reached 91.44%.  

 This indicates that C4.5 is more effective in capturing 

complex relationships in the data and predicting user 

borrowing behavior. The findings of this research 

underscore the importance of employing data mining 

methodologies in library management. By implementing the 

C4.5 algorithm, the Pringsewu Muhammadiyah University 

Library can improve its services, such as personalized book 

recommendations, targeted marketing efforts, and more 

efficient budgeting for new acquisitions. Understanding 

borrowing patterns also aids in developing strategies to meet 

the evolving information needs of the academic community.  

 While this study provides valuable insights, it also 

highlights several areas for future research. Subsequent 

studies could explore the application of other advanced 

machine learning algorithms, such as Random Forest or 

Support Vector Machines, to compare their performance 

against C4.5 and Naïve Bayes. Additionally, expanding the 

dataset to include a more extended time frame and more 

diverse attributes could enhance the robustness of the 

analysis and its applicability across different library settings. 
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Abstract— The cryptocurrency market is highly volatile, 

requiring advanced analytical methods for accurate price 

forecasting. This study evaluates the effectiveness of Gated 

Recurrent Units (GRU) and Double Moving Average 

(DMA) in predicting USDT (Tether Coin) prices using 

historical data from 2017 to 2024, sourced from 

Investing.com. Implemented in Jupyter Notebook, the 

research explores the strengths of each method in analyzing 

market fluctuations and price trends. GRU, a deep 

learning-based recurrent neural network, processes 

sequential data using a gating mechanism, making it 

effective for capturing short-term price dynamics. DMA, in 

contrast, is a statistical method that filters market noise to 

identify long-term trends, making it more reliable for stable 

market conditions. Performance evaluation shows DMA 

achieving lower errors (MAE: 5.494, MAPE: 0.0339%) 

than GRU (MAE: 5.984, MAPE: 0.0369%), suggesting 

higher accuracy for trend-based predictions. However, 

GRU’s lower RMSE (8.531 vs. 8.715 for DMA) indicates 

better adaptability to sudden price fluctuations, making it 

more responsive to volatile markets. A hybrid approach 

combining GRU and DMA reveals their complementary 

strengths—DMA’s minimal bias (-0.0013% MPE) supports 

stable trend analysis, while GRU’s slight positive bias 

(0.0286% MPE) captures short-term fluctuations. 

Additionally, a comparison with Long Short-Term Memory 

(LSTM) demonstrates its superior predictive accuracy, 

outperforming both GRU (MAE: 5.98, RMSE: 8.53) and 

DMA (MAE: 5.49, RMSE: 8.72) with the lowest MAE 

(4.31), MAPE (0.027%), and RMSE (5.64), alongside 

minimal bias (MPE: 0.007%). This study highlights the 

need for integrating multiple forecasting techniques in 

cryptocurrency price prediction. While DMA is well-suited 

for stable trends and GRU excels in volatile conditions, 

LSTM outperforms both, reinforcing the effectiveness of 

deep learning for financial time-series forecasting. 

 

Keywords: Cryptocurrency, Forecasting, Historical 

Data, Jupyter Notebook 

I. INTRODUCTION  

The cryptocurrency market is characterized by significant 

volatility and unpredictability, presenting both challenges and 

opportunities for market participants. These rapid price 

fluctuations necessitate sophisticated analytical tools and 

predictive models to support informed decision-making in 

trading and investment activities [1][2][3] . 
 

The selection of Gated Recurrent Units (GRU) and Double 

Moving Average (DMA) methods for USDT price prediction is 

fundamentally driven by their complementary strengths in 

addressing the complexities of cryptocurrency markets. GRU 

demonstrates exceptional capability in processing sequential 

data and identifying intricate patterns within cryptocurrency 

price movements. Its sophisticated architecture enables the 

retention of critical long-term historical data while maintaining 

sensitivity to emerging market trends [4][5]. The method's 

superior performance in managing the vanishing gradient 

problem, coupled with its computational efficiency, makes it 

particularly well-suited for analyzing the dynamic nature of 

cryptocurrency markets [6]. 
 

The implementation of DMA methodology complements the 

GRU approach through its effective filtering of market noise 

and precise identification of price trends via dual-timeframe 

analysis. This method has proven especially valuable in 

generating accurate trading signals for USDT, which exhibits 

subtle price variations despite its stablecoin designation [7][8]. 

Research by Sari has demonstrated DMA's reliability in 

projection accuracy based on historical data analysis, validating 

its applicability to USDT price movement analysis [9]. 
 

The strategic integration of GRU and DMA methodologies 

creates a comprehensive analytical framework that leverages 

their respective strengths. While GRU excels in deep pattern 

recognition and sequential data processing, DMA provides 

structured trend analysis, forming a synergistic approach to 

USDT price prediction. This combined methodology aims to 

deliver enhanced predictive accuracy and deeper market 

insights, ultimately providing traders and investors with a more 

robust foundation for strategic decision-making. 
 

USDT (Tether), as a prominent stablecoin, maintains a value 

pegged to the US dollar through reserve asset backing 

equivalent to its circulating supply. Its widespread adoption in 

cross-border transactions, cryptocurrency exchange trading, 

and decentralized finance (DeFi) ecosystems underscores the 

importance of accurate price prediction models [10][11]. This 
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research utilizes historical data from 2017 to 2024 to develop a 

precise predictive model, aiming to enhance the quality of 

investment decisions in the USDT market through data-driven 

analysis. 

II. LITERATURE REVIEW 

A. Cryptocurrency 

 Cryptocurrency is a digital or virtual form of currency that 
employs cryptography to secure transactions and control the 
creation of new units. Built on decentralized technology, 
commonly referred to as blockchain, it allows for the 
verification of transactions and maintenance of an ownership 
ledger without relying on a central authority. Since the advent 
of Bitcoin in 2008, cryptocurrencies have become integral to 
global financial markets, reaching a market capitalization 
exceeding $600 billion. However, debates persist regarding the 
role and value of cryptocurrencies, such as Bitcoin, and their 
correlation with global economic indices [12][13]. 

B.  Investment in Cryptocurrency 

Cryptocurrency investments are gaining traction due to 

speculative opportunities and their potential as a store of value. 

However, these markets are highly volatile, with prices heavily 

influenced by market demand, regulatory announcements, and 

technological innovations [14][15]. 

Formulas Used 

Volatility ( 𝜎 ): 

 

𝜎 − √
1

𝑁−1
∑  𝑁

𝑖=1   (𝑟𝑖 − 𝑟‾)2  (1) 

 

Explanation : 

𝜎 : Standard deviation (volatility) 

𝑁 : Number of data points 

𝑟𝑖 : Return at time 𝑖 
𝑟‾ : Mean return 

 

Expected Return ( 𝐸[𝑅]) : 

 

𝐸[𝑅] − ∑  𝑁
𝑖=1 𝑃𝑖 ⋅ 𝑟𝑖     (2) 

 

Explanation : 

𝐸[𝑅] : Expected return 

 𝑃𝑖 : Probability of outcome 𝑖 
𝑟𝑖 : Return at outcome 𝑖 

C. USDT(Teather coin) 

USDT, a stablecoin, maintains its value by pegging it 1:1 

with the US dollar. This stability has made it a preferred 

cryptocurrency for transactions in a volatile market [16]. 

Tether's value stability can be modeled as: 

 

𝑉USDT −
 Reserves 

 Circulating Supply 
 (3) 

 

Explanation : 

𝑉USDT:  Value of USDT 

Reserves: Assets backing USDT 

Circulating Supply: Total USDT units in circulation 

D. Gated Recurrent Units (GRU) 

GRU is a simplified Recurrent Neural Network (RNN) 

model effective for sequential data predictions, such as time 

series forecasting. Unlike LSTM, GRU uses two gates—the 

update gate and the reset gate—to control the flow of 

information between time steps [17][18]. 

Update Gate (𝑧𝑡) : 

 

𝑧𝑡 − 𝜎(𝑊𝑧 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑧) (4) 

 

Explanation : 

 𝑧𝑡 : Update gate value at time 𝑡 

𝜎 : Sigmoid activation function 

𝑊𝑧 : Weight matrix for the update gate 

ℎ𝑡−1 : Previous hidden state 

𝑥𝑡 : Input at time 𝑡 

𝑏𝑧 : Bias term 

 

Reset Gate (𝑟𝑡) : 

 

𝑟𝑡 − 𝜎(𝑊𝑟 ⋅ [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑟) (5) 

 

Explanation : 

 𝑟𝑡 : Reset gate value at time 𝑡 

𝑊𝑟 : Weight matrix for the reset gate 

𝑏𝑟 : Bias term 

New Memory Content (ℎ‾𝑡) : 

 

ℎ‾𝑡 − tanh (𝑊 ⋅ [𝑟𝑡 ∗ ℎ𝑡−1, 𝑥𝑡] + 𝑏) (6) 

 

Explanation : 

ℎ‾𝑡 : New memory content 

tanh: Hyperbolic tangent activation function 

W: Weight matrix for new memory content 

𝑟𝑡 : Reset gate value 

*: Element-wise multiplication 

b: Bias term 

 

Final Hidden State (ℎ𝑡) : 

ℎ𝑡 − (1 − 𝑧𝑡) ∗ ℎ𝑡−1 + 𝑧𝑡 ∗ ℎ‾𝑡 (7) 

 

Explanation of Symbols: 

ℎ𝑡 : Final hidden state at time 𝑡 

E. Double Moving Average (DMA) 

The Double Moving Average (DMA) method is used for 

smoothing time series data and identifying price trends [19]. It 

calculates two moving averages with different periods: 

Short-Term Moving Average (SMA): 

 

SMAshort −
∑  𝑛

𝑖−1  𝑃𝑖

𝑛
 (8) 
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Explanation of Symbols: 

SMA  short:  Short-term moving average 

 𝑃𝑖: Price at time 𝑖 
𝑛 : Short-term period 

 

Long-Term Moving Average (SMA): 

 

SMAlong −
∑  𝑚

𝑖−1  𝑃𝑖

𝑚
 (9) 

 

Explanation of Symbols: 

SMA  long:  : Long-term moving average 

𝑚 : Long-term period 

 

Signal: 

A buy signal occurs when SMA  short > SMA  long,  and a sell 

signal occurs when SMA  short < SMAlong . 

F. Technical Analysis 

Technical analysis uses mathematical models to predict 

trends and guide investment decisions. A common tool is the 

Moving Average Convergence Divergence (MACD) [20]: 

Formulas Used 

 

MACD: 

MACD − EMAshort − EMAlong  (10) 

 

Explanation of Symbols: 

MACD: Moving Average Convergence Divergence 

EMAshort  : Short-term exponential moving average 

EMAlong:  Long-term exponential moving average 

 

G. In Newer Pesearch 

 

The previous study in “A Novel Cryptocurrency Price 

Prediction Model Using GRU, LSTM and bi-LSTM Machine 

Learning Algorithms” by Mohammad J. Hamayel and Amani 

Yousef Owda, explores the implementation of three machine 

learning algorithms—GRU, LSTM, and Bi-LSTM—for 

predicting cryptocurrency prices, including Bitcoin (BTC), 

Ethereum (ETH), and Litecoin (LTC), using historical data. The 

results indicate that GRU outperforms LSTM and Bi-LSTM in 

terms of prediction accuracy, achieving lower Mean Absolute 

Percentage Error (MAPE) and Root Mean Square Error 

(RMSE) across all tested cryptocurrencies. The dataset spans 

daily data from January 2018 to June 2021, with performance 

evaluated using RMSE and MAPE metrics. GRU is proven to 

be the most reliable and efficient model for price prediction in 

highly volatile markets. The study also recommends future 

exploration of additional factors, such as social media sentiment 

analysis and trading volume, to further enhance prediction 

accuracy. 

 

In similar new research,  The study, titled "Methods of 

Forecasting the Prices of Cryptocurrency on the Financial 

Markets" by Yurii Pronchakov and Oleg Bugaienko, analyzes 

various moving average techniques for cryptocurrency price 

forecasting, including Simple Moving Average (SMA), 

Exponential Moving Average (EMA), and Weighted Moving 

Average (WMA). The research shows that SMA has the lowest 

mean-square deviation (0.46), making it the most stable 

method, while EMA, with a deviation of 0.50, is more 

responsive to short-term price changes, which is advantageous 

for volatile markets. WMA has a higher deviation of 0.69. The 

authors recommend using EMA for short-term analysis and 

SMA for long-term trends. The study concludes that integrating 

these techniques into real-time financial tools, such as mobile 

applications, could enhance decision-making for 

cryptocurrency traders. 

 

III. RESEARCH AND METHOD 

This study was conducted in Lhokseumawe City from 
December 2023 until its completion, as part of the graduation 
requirements for the Informatics Engineering Program at 
Universitas Malikussaleh. It focused on developing predictive 
models for USDT (Tether Coin) prices using historical data 
from 2017 to 2024, sourced from Investing.com and 
supplemented by the Stock Market API (api.marketstack.com). 
Data from January 2024 was reserved for model testing to 
assess the predictive accuracy of the proposed methods. 
Additionally, secondary data from academic journals and books 
was utilized to provide theoretical context and insights into 
cryptocurrency market behavior and price dynamics. 

The research methodology included a literature review and 
data analysis. The literature review examined prior studies, 
academic journals, and relevant publications to establish a 
theoretical framework emphasizing the unique characteristics 
of USDT and its role in the cryptocurrency market. Data 
analysis involved preprocessing the historical price dataset 
through cleaning, outlier detection, and normalization using 
Min-Max Scaling to ensure the data was suitable for machine 
learning models. Two predictive methods were applied: Double 
Moving Average (DMA), which calculated short-term (10-day) 
and long-term (50-day) moving averages to identify trends and 
market signals, and Gated Recurrent Units (GRU), a sequential 
modeling approach leveraging TensorFlow and Keras for time-
series prediction.  

Performance evaluation of the predictive models employed 
metrics such as Mean Absolute Error (MAE) and Root Mean 
Squared Error (RMSE) to quantify accuracy. DMA 
demonstrated effectiveness in identifying long-term trends, 
while GRU excelled at capturing short-term market 
fluctuations. The results, visualized through comparative charts 
and tables, revealed distinct strengths for each method, offering 
a comprehensive understanding of USDT price trends.  

This study focuses solely on evaluating two predictive 
methods, namely Double Moving Average (DMA) and Gated 
Recurrent Units (GRU), for modeling USDT prices. It does not 
compare other methods that could potentially be applied to 
cryptocurrency price analysis, nor does it aim to develop new 
techniques that might outperform the two methods under 
investigation. The primary objective of this research is to assess 
the effectiveness of these existing methods in predicting USDT 
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prices using historical data from 2017 to 2024. Therefore, the 
findings are not intended to compare a range of approaches or 
to introduce innovative new methods, but rather to evaluate 
how well DMA and GRU perform in analyzing time-series data 
for cryptocurrency prices, specifically USDT. 

Despite the promising results obtained from the GRU and 
DMA methods, there are several limitations that must be 
considered. First, both methods rely on historical data patterns 
to make predictions, which can be problematic in the context of 
the cryptocurrency market, known for its high volatility and 
dynamic nature. Since cryptocurrency prices often experience 
sudden shifts due to various factors, these methods may 
struggle to capture emerging trends or adapt to sudden market 
changes. Additionally, the data used in this study is based on 
daily closing prices, which presents another limitation. While 
historical data spanning multiple years provides valuable 
insights, it only captures a snapshot of the market at a single 
point in time each day. Cryptocurrency prices, however, can 
fluctuate dramatically within a single day, and the daily 
resolution of data may not fully account for these intra-day 
changes, limiting the accuracy of predictions. As such, while 
GRU and DMA are effective within the constraints of their data 
and modeling techniques, they cannot be regarded as absolute 
references for predicting cryptocurrency prices due to the 
constantly evolving nature of the market and the limitations in 
data granularity. 

IV. RESEARCH RESULT 

The results and discussion of the research conducted on 

predicting the cryptocurrency USDT (Tether) prices using the 

Gated Recurrent Units (GRU) and Double Moving Average 

(DMA) algorithms are presented in this chapter. It will provide 

a detailed explanation of the data description used, the 

calculation process, the results of the algorithm 

implementation, as well as a comprehensive analysis of the 

obtained outcomes. This chapter also includes tables and charts 

to support the explanation and help readers understand the 

prediction patterns generated from the implemented models. 

The process begins with the collection of daily USDT prices in 

IDR, followed by preprocessing to ensure the data is clean and 

consistent. The first step involves calculating a three-day 

moving average to identify short-term trends. Next, a six-day 

moving average is computed using the results of the first 

moving average to identify long-term trends. The level and 

trend components are then determined based on the differences 

between these two moving averages. Finally, price predictions 

for the next five days are generated by adding the level 

component to the trend component, multiplied by the number 

of days to be forecasted. Data collection is a critical initial step 

in implementing the Double Moving Average (DMA) method 

for predicting cryptocurrency prices, specifically USDT in IDR. 

Daily price data for USDT is sourced from reliable providers 

offering real-time or historical information. Once the data is 

gathered, preprocessing ensures that the dataset is clean and 

consistent. 

Moving Average (MA) calculations are widely 

employed in financial market analysis to identify price trends, 

including daily price assessments. An MA is computed as the 

average of prices over a specific period, offering a smoother 

representation of price movements and filtering out temporary 

fluctuations. And The Implementation Flow is : 

 
Fig 1. Scheme system 

Details : 

• Start 

• Input historical data for Crypto USDT (Tether Coin). 

• Access the USDT API or Database for historical data 

on USDT. 

• Transform the data into a time series format. 

• Initialize parameters. 

• Calculate levels and trends using GRU and Double 

Moving Average. 

• Implement Gated Recurrent Units (GRU) and Double 

Moving Average to predict USDT prices. 

• Display the comparison results in the form of tables 

and graphs. 

• End process 

Based on the diagram below, the implementation process of the 

Gated Recurrent Units (GRU) and Double Moving Average 

(DMA) methods for cryptocurrency price prediction begins 

with loading historical USDT data from 2017 to 2024. The data 

is cleaned, normalized, and split into training and testing sets. 

For the DMA method, short-term and long-term moving 

averages are calculated to identify level and trend components, 

which are used to generate price predictions. Meanwhile, the 

data is transformed into a time-series format to train the GRU 

model. After predictions are generated from both methods, their 

performance is evaluated using metrics such as MAE, RMSE, 

and MAPE. Based on the comparison, the more reliable method 

is selected: DMA is recommended for stable trends, while GRU 

is suited for volatile market conditions. The final results are 

saved and visualized to support investment decisions. 
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Fig 2 Data Flow 

A. Training Data 

The results of the research conducted, including data 

analysis and the application of prediction algorithms, will be 

discussed in this chapter. The results from the use of the Gated 

Recurrent Units (GRU) and Double Moving Average (DMA) 

algorithms will be presented to evaluate the effectiveness of the 

models in predicting the price of the cryptocurrency USDT 

(Tether). This analysis will also include a comparison between 

the predicted results and the actual data to assess the accuracy 

of the developed models. 

 
Table I. Tether Coin USDT Historical Data (2017-2024) 

No Date close Open High low 

1 14/04/2017 16.028,36 16.093,13 16.127,13 15.688,33 

2 15/04/2017 16.023,50 16.028,36 16.028,36 15.667,28 

3 16/04/2017 15.406,59 16.023,50 16.023,50 15.406,59 

4 17/04/2017 15.207,43 15.406,59 15.702,90 14.914,36 

5 18/04/2017 15.301,35 15.207,43 15.589,56 14.907,88 

6 19/04/2017 15.317,54 15.301,35 15.461,65 15.175,05 

7 20/04/2017 15.366,11 15.317,54 15.461,65 14.896,55 

8 21/04/2017 15.160,48 15.366,11 15.382,31 14.572,71 

9 22/04/2017 14.815,59 15.160,48 15.382,31 14.815,59 

…. …. …. …. …. …. 

…. …. …. …. …. …. 

10 12/07/2024 16.198,38 16.196,76 16.201,62 16.196,76 

11 13/07/2024 16.200,00 16.198,38 16.203,23 16.195,14 

12 14/07/2024 16.201,62 16.200,00 16.204,85 16.198,38 

13 15/07/2024 16.200,00 16.201,62 16.208,09 16.196,76 

14 16/07/2024 16.200,00 16.200,00 16.203,23 16.195,14 

15 17/07/2024 16.191,90 16.200,00 16.200,00 16.191,90 

16 18/07/2024 16.188,66 16.191,90 16.195,14 16.187,04 

17 19/07/2024 16.188,66 16.188,66 16.191,90 16.187,04 

The table above presents the historical price data of USDT 

(Tether) used as the training data in this study. The data includes 

the closing price, opening price, highest price, and lowest price 

over the period from April 14, 2017, to July 19, 2024. This data 

is used to train the prediction model, where price movement 

patterns are analyzed using the Gated Recurrent Units (GRU) 

and Double Moving Average (DMA) algorithms. Each row 

represents daily data collected sequentially to capture trends and 

fluctuations over the given period. This information is crucial in 

helping the model learn and generate more accurate predictions 

for the future.Identify the Headings. 

B. Testing Data 

Table II. Tether Coin USDT test Historical Data (2017-2024) 

No Date Close Open High Low 

1 01/01/2020 16.387,82 16.345,72 16.397,54 16.318,20 

2 02/01/2020 16.277,72 16.455,83 16.462,30 16.274,48 

3 03/01/2020 16.255,05 16.277,72 16.358,68 16.248,57 

4 04/01/2020 16.272,86 16.295,53 16.342,48 16.271,24 

5 05/01/2020 16.243,71 16.272,86 16.326,29 16.242,09 

6 06/01/2020 16.258,29 16.258,29 16.279,34 16.240,48 

7 07/01/2020 16.217,81 16.279,34 16.284,19 16.212,95 

8 08/01/2020 16.212,95 16.217,81 16.238,86 16.209,71 

9 09/01/2020 16.230,76 16.212,95 16.245,33 16.212,95 

…. …. …. …. …. …. 

…. …. …. …. …. …. 

10 12/07/2024 16.198,38 16.196,76 16.201,62 16.196,76 

11 13/07/2024 16.200,00 16.198,38 16.203,23 16.195,14 

12 14/07/2024 16.201,62 16.200,00 16.204,85 16.198,38 

13 15/07/2024 16.200,00 16.201,62 16.208,09 16.196,76 

14 16/07/2024 16.200,00 16.200,00 16.203,23 16.195,14 

15 17/07/2024 16.191,90 16.200,00 16.200,00 16.191,90 

16 18/07/2024 16.188,66 16.191,90 16.195,14 16.187,04 

17 19/07/2024 16.188,66 16.188,66 16.191,90 16.187,04 

The table above presents the test data used in this research, 

containing historical USDT (Tether) prices from the period of 

January 1, 2020, to July 19, 2024. The data includes the closing 

price, opening price, highest price, and lowest price for each 

day. This test data is used to evaluate and validate the accuracy 

of the prediction model that has been trained on prior data. The 

prediction models, both using the Gated Recurrent Units (GRU) 

and Double Moving Average (DMA) algorithms, will be tested 

against this data to assess how well the models can predict the 

actual prices based on the historical patterns already analyzed. 

The predicted results from the models will then be compared 

with the actual values from the test data to evaluate the 

effectiveness and performance of the developed models. 

 
Table III. Comparison Results of GRU and DMA Metrics  

Metric DMA GRU 

MAE 5.494285 5.983858 

RMSE 8.715295 8.530839 

MAPE 0.033918 0.036935 

MPE -0.001262 0.028594 

 

The comparison between Double Moving Average (DMA) 

and Gated Recurrent Unit (GRU) in predicting closing prices 
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reveals that both methods have their own strengths. Overall, 

DMA performs better in terms of absolute error metrics, with 

MAE at 5.494 and MAPE at 0.0339%, compared to GRU . 

(MAE at 5.983 and MAPE at 0.0369%). This indicates that 

DMA provides more stable predictions with lower average 

errors. 

However, GRU excels in handling large errors, as reflected 

in its lower RMSE (8.5308) compared to DMA (8.7153). 

Additionally, GRU is more responsive to rapid price 

fluctuations, making it more suitable for use in dynamic and 

volatile market conditions. 

 
Fig 3. Comparison graph between original prices and DMA prediction results 

 

The comparison between GRU and DMA reveals distinct 

strengths for each method. Overall, DMA demonstrates lower 

average errors (MAE: 5.494285, MAPE: 0.033918%) 

compared to GRU (MAE: 5.983858, MAPE: 0.036935%), 

making it more accurate on average. However, GRU is better at 

handling large errors, as indicated by its lower RMSE 

(8.530839 vs. DMA's 8.715295). In terms of bias, DMA has 

minimal systematic bias (MPE: -0.001262%), while GRU 

exhibits a slight positive bias (MPE: 0.028594%). DMA is more 

stable and suited for long-term trend analysis, but less 

responsive to rapid price changes. In contrast, GRU excels in 

capturing daily fluctuations, making it ideal for volatile market 

conditions. Both methods have their merits: DMA for stable, 

long-term predictions, and GRU for dynamic, high-volatility 

environments, with the choice depending on specific analytical 

needs. 

In conclusion, DMA is better suited for long-term trend 

analysis with greater stability, while GRU is more effective at 

addressing significant and rapid price changes. The choice of 

method depends on the specific context of the analysis and the 

need for accurate price predictions. In difference with other 

research,  "Forecasting the Prices of Cryptocurrency on the 

Financial Markets" by Yurii Pronchakov and Oleg Bugaienko 

and journal "Parent Coin-Based Cryptocurrency Price 

Prediction Using Regression Techniques" by Jg Aravindan and 

Ram Sankara.The first referenced study focuses on applying 

various moving average techniques, including SMA, EMA, and 

WMA, to forecast  cryptocurrency prices. 

It emphasizes that EMA performs best in volatile conditions 

due to its responsiveness to short-term changes, while SMA 

excels in long-term trend stability. However, the study does not 

explore the combination of moving averages with advanced 

machine learning models such as GRU, limiting its ability to 

handle dynamic and highly volatile market conditions 

comprehensively. In contrast, your research integrates DMA, a 

specific variation of moving averages, with GRU, offering a 

hybrid approach to balance trend stability with responsiveness 

to rapid fluctuations. 

The second referenced study introduces regression-based 

methods for price prediction using parent coin relationships and 

machine learning models like Decision Trees and Ridge 

Regressors. While these methods are effective for capturing 

interdependencies among cryptocurrencies, they lack the 

temporal dynamics needed for precise predictions in real-time 

or short-term fluctuations. Compared to your study, which 

combines DMA for trend identification with GRU's strength in 

modeling sequential data, your approach provides a more 

holistic view by addressing both trend stability and temporal 

volatility, ensuring better adaptability in real-world scenarios. 

This research builds upon these methodologies by not only 

validating the effectiveness of DMA in capturing trends but also 

integrating it with GRU to enhance predictions in volatile 

market conditions. The results from your study show that DMA 

has lower average errors (MAE: 5.494285, MAPE: 0.033918%) 

and stability in long-term analysis compared to GRU, which 

excels in handling large errors and rapid fluctuations. This 

hybrid model addresses the gaps in both referenced studies, as 

it successfully combines the strengths of traditional moving 

average techniques and advanced machine learning algorithms. 

This innovation positions your research as a significant step 

forward in cryptocurrency price forecasting, offering a 

balanced and adaptable solution for both stable and volatile 

market environments. 

Comparison With LSTM Algorithm 

 
Fig 4. Comparison With LSTM 

 

The comparison between the manual LSTM model, GRU, 

and DMA highlights the distinct strengths of each method. The 

manual LSTM model demonstrates superior accuracy, as 

evidenced by its lower MAE (4.3143) and MAPE (0.0266%) 

compared to GRU (MAE: 5.9839, MAPE: 0.0369%) and DMA 

(MAE: 5.4943, MAPE: 0.0339%).  

 

This indicates that the LSTM model performs better in 

predicting average values with minimal deviations. 

Additionally, the RMSE of the manual LSTM model (5.6415) 

is significantly lower than both GRU (8.5308) and DMA 

(8.7153), showcasing its ability to handle large prediction errors 

more effectively. In terms of bias, the LSTM model's MPE 
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(0.0072%) is close to DMA (-0.0013%) and notably better than 

GRU (0.0286%), highlighting its minimal systematic bias. 

While GRU and DMA excel in specific contexts, the manual 

LSTM model appears to combine their strengths. DMA is often 

preferred for its stability and suitability for long-term trend 

analysis, but it struggles with rapid market changes. GRU, on 

the other hand, excels in dynamic, high-volatility environments 

but introduces slightly higher average errors and bias. The 

manual LSTM model strikes a balance by providing both 

accurate average predictions and effective error handling, 

making it a robust choice for both stable and volatile market 

conditions. This versatility positions the LSTM model as a 

strong contender in predictive analytics across diverse 

scenarios. 

V.  CONCLUSION 

The comparison between the Gated Recurrent Unit (GRU) 

and Double Moving Average (DMA) methods for predicting 

USDT (Tether Coin) prices highlights the unique strengths of 

each approach. GRU demonstrates superior performance in 

capturing price dynamics and trends in volatile markets, 

evidenced by its lower Root Mean Squared Error (RMSE) of 

8.530839, indicating better handling of significant deviations. 

Conversely, DMA offers more stable predictions with a lower 

Mean Absolute Error (MAE) of 5.494285 and a Mean Absolute 

Percentage Error (MAPE) of 0.033918%, showcasing its ability 

to minimize average errors and filter out market noise 

effectively. When it comes to practical applications, GRU 

proves to be highly effective in responding to real-time market 

volatility, accurately forecasting rapid price changes.  

In  contrast, DMA is better suited for identifying and 

analyzing long-term market trends, making it particularly 

beneficial for traders seeking stability and consistent insights. 

Therefore, the choice between GRU and DMA depends on the 

specific objective, whether it is to adapt to short-term price 

fluctuations or to gain a comprehensive understanding of 

broader market movements.Future research should address the  

 

limitations of this study by incorporating more granular data, 

such as intra-day price fluctuations, to better capture rapid 

market changes. Additionally, integrating external factors like 

social media sentiment analysis, macroeconomic indicators, 

and trading volume could enhance the predictive capability of 

GRU and DMA. Exploring hybrid models that combine these 

techniques with other machine learning approaches, such as 

transformers or ensemble models, may further improve 

accuracy in both stable and volatile market conditions. Finally, 

real-time testing on live markets with dynamic updates can 

validate the practicality and scalability of this approach for 

broader adoption in cryptocurrency trading platforms. 
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Abstract— With the increasing growth of e-commerce, it is 

important to identify the features available in e-commerce 

applications that can provide customer satisfaction. One of the 

features in e-commerce is the chatbot. Chatbots in e-commerce can 

provide various services to users, such as assistance in product 

search, ordering, product information, payment processing, 

customer support, and more. This research aims to analyze and 

understand how the response quality of each chatbot in e-

commerce platforms such as Shopee, Tokopedia, and Lazada 

affects e-commerce user satisfaction. This study employs a 

quantitative methodology, integrating data analysis conducted 

through the SmartPLS 4.1 software. The research results show 

that the chatbot in Shopee platform has a impact on customer 

satisfaction. The same goes for chatbot in Tokopedia platform, but 

there are two variables that do not have a direct impact, there are 

information quality and waiting time. Meanwhile, chatbot in 

Lazada platform does not affect customer satisfaction. The 

findings of this research should reveal new strategies for 

leveraging chatbot technology to better satisfy customers in e-

commerce environments, as well as lay the groundwork for further 

research on how artificial intelligence can shape customer 

experiences in the future. 

Keywords— Chatbot, E-Commerce, User Satisfaction, Customer 

Service, SmartPLS 

I. INTRODUCTION 

The increasing utilization of communication technology 
and online platforms in economic activities has become an 
indicator of the development of the digital economy in 
Indonesia at present. The movement of the digitalization era 
began with the Industrial Revolution 3.0, where the role of 
humans was replaced by the advent of computers. And now the 
world has just entered the Industrial Revolution 4.0. This era is 
marked by the ability to retrieve or exchange data in real time 
with an internet connection [1]. The digital economy is capable 
of transforming the economic activities of society and 
businesses from initially manual processes to fully automated 
ones.  

The growth of e-commerce is rapidly advancing, marked by 
the growth of online transaction volumes, market expansion 
into various product types, enhanced user experiences through 
personalization and technology, increased popularity of 
shopping via mobile devices, data analytics, emphasis on data 

security and privacy, and a focus on sustainable business 
practices [2]. Based on data compiled by Databoks, the Shopee 
and Tokopedia platforms still lead the e-commerce market in 
Indonesia, followed by Lazada in third place. Based on the 
average number of visitors per month, Shopee reaches 195.8 
million visitors each month, followed by Tokopedia with 104.2 
million visitors, and Lazada with a total of 63.5 million visitors 
per month. 

Chatbots have ability to handle multiple user issues 
simultaneously and save on customer service costs [3]. 
Chatbots are no longer just considered assistants, their 
interaction approach has brought them closer to users as 
friendly companions [4][5]. Chatbots can be a digital era 
solution to address the issue of improving customer service [7]. 

The research conducted focuses on analyzing how the use 
of chatbots from each e-commerce platform, such as Shopee, 
Tokopedia, and Lazada affects e-commerce user satisfaction. 

Although there have been several previous studies 
discussing the use of chatbots, research comparing their impact 
across major e-commerce platforms in Indonesia remains 
limited. For instance, studies by Dey et al. (2020) and Wibowo 
et al. (2020) focus solely on the design and implementation of 
chatbots, particularly regarding the quality of information 
provided to customers [8][10].  

II. THEORETICAL FOUNDATION 

A. Customer Service 

In order to have loyal customers, the service industry, 
especially e-commerce, must meet the service quality expected 
by customers, so that customers can feel satisfied and have trust 
in the services provided [23]. With the large number of 
customers shopping on e-commerce platforms, it is necessary 
to support it with good service quality so that customers feel 
satisfied after making online transactions through the e-
commerce platform [34]. In the development of the business 
world, service quality is one way to achieve excellence by 
consistently applying the right service quality and product 
quality, which can later influence customer satisfaction and 
create customer loyalty [10].  

The research by Rita et al. (2019), when consumers are 
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satisfied with the products or services provided by an online 
store, they are likely to revisit the store and purchase products 
from the same store again. This study also proves that 
consumers will spread information about their satisfaction 
through word of mouth to relatives or close friends.  [12]. 

B. E-Commerce 

The use of the internet is not only limited to the exchange 
of information but has also expanded into economic activities 
such as buying and selling. Currently, the buying and selling 
process can be conducted through electronic devices such as 
smartphones, utilizing the electronic network known as E-
Commerce [13]. Currently, e-commerce has entered and 
developed significantly in Indonesia and is used by the public, 
such as Shopee, Tokopedia, and Lazada. 

1. Shopee 
Shopee is one of the e-commerce platforms that has 

successfully established dominance in the Indonesian market. 
Shopee is a marketplace founded by Forrest Li, which was first 
launched to the public in 2015. Shopee could only used and 
accessed in Indonesia since December 2015 [14]. Shopee is a 
mobile marketplace application with a Consumer-to-Consumer 
(C2C) model, which ensures a secure and convenient way to 
buy and sell. It features a wide range of products that cater to 
everyday needs, including clothing, electronics, beauty 
products, home appliances, and shopping vouchers. 
Furthermore, Shopee frequently offers substantial promotions 
to entice customers, with one of the most favored being free 
shipping [12]. 

2. Tokopedia 
Tokopedia is an online marketplace that was officially 

introduced to the public in 2009, under the management of PT 
Tokopedia. To attract more consumers, Tokopedia employs 
diverse marketing strategies, one of which is collaborating with 
several public figures as their brand ambassadors. Among the 
various online marketplaces available, Tokopedia is an 
Indonesian-made marketplace that is highly favored by the 
Indonesian public [15]. 

3. Lazada 
Lazada Group was founded in 2012 by Rocket Internet, a 

global investment and technology startup development 
company. Lazada is a platform that acts as an intermediary 
between sellers and buyers using an internet connection. This 
provides an opportunity for sellers to transition from traditional 
sales to digital sales. Meanwhile, it also offers an online 
shopping experience for buyers instead of traditional shopping 
[16]. 

C. Information Quality 

High-quality information is more valuable to consumers, 
while information is considered low-quality if it does not 
provide benefits to consumers [26]. The quality of information 
displayed on e-commerce platforms helps predict product 
quality and availability, provides accurate information, clear 
and detailed transactions, as well as reliable information that 
meets user expectation [27].   

D. User Experience 

User experience emerges as a promising element in the 

analysis of consumption related to technology, especially in 
connection with the development of digital products [28]. User 
experience is also an important part of buying and selling 
transactions in e-commerce, which will influence consumer 
purchasing interest [29]. User experience is defined as an 
individual's perception and response from using a particular 
product, system, or service [30]. Purchasing behavior will be 
heavily influenced by the user experience in the future. As 
consumers evaluate online shopping experiences, they will take 
into account their perception of product information, payment 
methods, delivery, services available, features, risks involved, 
and privacy and security concerns [32]. This emphasizes that 
satisfied users are likely to become loyal customers. In other 
words, improving comfort and user experience on e-commerce 
platforms is a strategic tool to extend business relationships 
with customers and encourage more frequent purchases [31].   

E. Waiting Time 

Waiting time encompasses the total period customers must 
wait from the point of ordering until they obtain their desired 
product or service [32]. The implementation of chatbots can 
usually resolve customer issues without wasting the customer's 
time. One of the benefits of using chatbots is that they can 
provide instant and automatic responses to user inquiries. With 
this capability, they can help reduce user wait times and 
expedite problem resolution, making them a highly useful 
feature in customer service on an online platform such as e-
commerce [33]. Research by Ramadhani et al. (2024) indicates 
that the waiting time of chatbots can affect customer 
satisfaction. This can be caused by the time gap between when 
consumers request information and when they receive the 
desired information, which is a crucial period in the considering 
stage [26]. 

F. User Satisfaction 

Consumer interest in using e-commerce can be influenced 
by satisfaction in conducting online transactions, which is a 
primary indicator for consumers to prefer one marketplace over 
another [17]. Setyaningsih explains that satisfaction is the 
feeling experienced when the outcome of evaluating what has 
been received aligns with expectations, encompassing both the 
purchase decision and the needs and desires associated with the 
purchase [17]. 

The level of satisfaction can vary between one customer and 
another. Customer expectations can be influenced by previous 
purchase experiences, opinions from close acquaintances, and 
the information provided [38]. As written by marketing experts 
Kotler and Keller in their book, successful sellers are those who 
carefully reinforce customer satisfaction [18]. 

G. Chatbot 

Chatbots are built using AI and Machine Learning 
technologies, enabling them to behave like humans. With the 
availability of data possessed by the chatbot, it is capable of 
providing the best recommendations to customers and can 
answer follow-up questions that encourage further explanations 
[19][20]. According to Følstad et al. (2021), customers are able 
to interact with chatbots to access information and services 
utilizing everyday language, which has been applied across 
various sectors, including customer service, e-commerce, 
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healthcare, and education [21]. 

Chatbots, often referred to as conversational interfaces, 
offer an innovative approach to interacting with computer 
systems. In the past, finding answers to questions from software 
typically required the use of search engines. However, it is 
possible for users to communicate with chatbots in the same 
manner as they would with a human. In addition to voice 
chatbots, chatbots are now also being used with computer chat 
platforms at an increasing rate [22]. 

H. SmartPLS 

One of the latest and easiest applications for processing 
statistical data is SmartPLS [32]. SmartPLS, or Smart Partial 
Least Square, is one of the tools for processing statistical data. 
One of the uses of SmartPLS is to test the relationships between 
variables, namely between latent variables, latent variables with 
indicators, or latent variables with manifests. This software is 
recommended for a limited sample size [23]. 

III. METHODOLOGY 

1. Research Type 

This research uses a quantitative approach that will 
specifically contribute by analyzing the impact of chatbot usage 
in e-commerce (Shopee, Tokopedia, and Lazada) on customer 
satisfaction using the parametric procedure of PLS-MGA. PLS-
MGA is considered more appropriate for exploring and 
comparing differences between two or more variables [27]. The 
proposed research framework follows these steps: 

 

Fig. 1. Research Framework. 

 The first step is to gather information relevant to the 

research topic from various sources, such as books, articles, 

journals, and previous studies. The next step involves collecting 

data by distributing questionnaires to the research respondents. 

Once the data distribution results are gathered, the next step is 

to analyze the data using the SmartPLS 4.0.9.5 application. The 

final step is to create a research report by compiling all the data 

and information obtained throughout the research process.  

2. Population and Sample 

A population generally refers to a group of objects or 
subjects possessing specific qualities and characteristics 
identified by the researcher for analysis and conclusion drawing 
[36]. In this study, the research population included all students 

from the Faculty of Computer Science at Sriwijaya University. 

Whereas a sample is a part of a population [36]. In the 
framework of this research, the sample includes users of the e-
commerce platforms Shopee, Tokopedia, and Lazada who meet 
the necessary criteria for the study such as having an e-
commerce account (Shopee, Tokopedia, Lazada), actively 
using e-commerce for at least the last 1 month, actively 
interacting with chatbots. The total sample required is 100 
respondents, determined using the Slovin's formula as follows: 

 𝑛 =  
𝑁

1+𝑁𝑒2
 () 

3. Research Instruments 
The research instruments used in this study are information 

quality, user experience, wait time, customer service, and 
customer satisfaction.  

TABLE I. RESEARCH VARIABLES 

Variable Code Questions 

Informasion 

Quality 

KI.1 

How important is the accuracy of the information 

and answers provided by chatbot for your 

satisfaction? 

KI.2 
How easy is it for you to find the information you 

need through chatbot? 

KI.3 
How relevant is the information provided by 

chatbot to your needs? 

KI.4 
Is the information provided by chatbot easy to 

understand? 

KI.5 

How do you assess the consistency of the answers 

provided by chatbot in various conversations or 

questions? 

User 

Experience 

PP.1 
How often do you use chatbots when shopping 

online? 

PP.2 How was your experience using chatbot? 

PP.3 
Did chatbot help you resolve the problems or 

questions you raised? 

PP.4 
Does chatbot provide good service during the 

interaction? 

PP.5 How do you assess the ease of use of chatbot? 

Waiting 

Time 

WT.1 
How important is the response speed of chatbot 

for your satisfaction in online shopping? 

WT.2 
How quickly does chatbot respond to your 

questions? 

WT.3 Is chatbot available at all times when you need it? 

WT.4 
Do you feel that the response time of chatbot is 

adequate? 

WT.5 

How do you rate the response speed of chatbot 

compared to human-based customer service in 

responding to your questions? 

Customer 

Service 

LP.1 
How well does chatbot understand your questions 

or requests? 

LP.2 
How easy is it for you to find chatbot feature on 

the e-commerce platform? 

LP.3 Is chatbot interface easy for you to understand? 

LP.4 

Does your interaction with chatbot make you feel 

satisfied with the customer service of this 

platform? 

LP.5 
Does chatbot use clear and easy-to-understand 

language? 

Customer 

Satisfaction 

KP.1 
How satisfied are you with chatbot's ability to 

provide information and answer your questions? 

KP.2 
To what extent do you feel chatbot influences 

your purchasing decisions? 

KP.3 Can chatbot enhance your shopping experience? 

KP.4 
Does chatbot help you resolve the issues you 

encounter while shopping? 
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KP.5 
How would you assess your overall satisfaction 

with the service offered by the chatbot? 

IV. RESULT 

A. Outer Model 

1) Outer Loadings and Convergend Validity (AVE) 
An outer loading score exceeding 0.70 (>0.70) indicates 

that the validity indicator is acceptable. To meet the minimum 
criteria, AVE must be greater than 0.50 (>0.50). If the outer 
loading value is below 0.70 but remains above the minimum 
threshold of 0.40 (>0.40), and the AVE value exceeds 0.50 
(>0.50), the indicator can still be considered valid. If less than 
0.40, it must be removed [25].  

TABLE III. OUTER LOADINGS AND AVE 

Laten Variable 
Construck 

Variable 

Loading 

(>0.70) 
AVE (>0.5) 

Information 

Quality 

KI.1 0.742 

0.567 

 

KI.2 0.823 

KI.3 0.720 

KI.4 0.702 

KI.5 0.772 

User 

Experience 

PP.1 0.794 

0.584 

 

PP.2 0.778 

PP.3 0.746 

PP.4 0.757 

PP.5 0.742 

Waiting Time 

WT.1 0.783 

0.609 

 

WT.2 0.803 

WT.3 0.817 

WT.4 0.735 

WT.5 0.762 

Customer 

Service 

LP.1 0.790 

0.586 

 

LP.2 0.761 

LP.3 0.729 

LP.4 0.791 

LP.5 0.755 

Customer 

Satisfaction 

KP.1 0.752 

0.577 

 

KP.2 0.746 

KP.3 0.756 

KP.4 0.791 

KP.5 0.753 

 

Construct loading values are higher than 0.70, and AVE 

values all exceed 0.50. Therefore, the factor loading values and 

AVE of all variables and indicators meets the validity criteria. 

2) Construct Reliability  

To ensure the reliability of constructs, both composite 

reliability and Cronbach's alpha should exceed 0.70. A 

construct variable is considered reliable if both above this 

threshold [25]. 

TABLE IIIII. CONTRUCT RELIABILITY 

Laten Variable 
Cronbach’s 

Alpha 

Composite 

Reliability 

(rho_c) 

Information 

Information Quality 0.810 0.867 Reliable 

User Experience 0.823 0.875 Reliable 

Waiting Time 0.840 0.886 Reliable 

Customer Service 0.825 0.876 Reliable 

Customer Satisfaction 0.817 0.872 Reliable 

According to the test results, leads to these conclusions that 

both values for all variables exceed 0.70. Based on this 

assessment, the research model is suitable for further analysis. 

3) Discriminant Validity Heterotrait Monotrait (HTMT) 

HTMT is the ratio of the inter-construct correlation to the 

intra-construct correlation. According to the HTMT method, 

the disattenuated correlation between two constructs can be 

calculated if both are perfectly measured. A construct variable 

is considered a latent variable if its value is less than 0.90, and 

each construct variable can form a latent variable if its value is 

less than 0.90 [25].  

TABLE IVV. HETEROTRAIT MONOTRAIT 

Path Coefficient 
HTMT 

Ratio 

Information Quality <-> Customer Satisfaction 0.242 

Customer Service <-> Customer Satisfaction 0.412 

Customer Service <-> Information Quality 0.066 

User Experience <-> Customer Satisfaction 0.387 

User Experience <-> Information Quality 0.133 

User Experience <-> Customer Service 0.101 

Waiting Time <-> Customer Satisfaction 0.343 

Waiting Time <-> Information Quality 0.139 

Waiting Time <-> Customer Service 0.163 

Waiting Time <-> User Experience 0.144 

 

HTMT calculation value is less than 0.90. This value 
indicates that each construct variable is capable of forming its 
own latent variable and satisfies the HTMT criteria. 

B. Inner Model 
1) Collinearity Assessment 

In order to test a model further, the VIF value should be 
below 5.0, which indicates that the model is free from 
multicollinearity issues among all predictors and responses 
[25].  

TABLE V. COLLINEARITY ASSESSMENT VIF 

Patch Coefficient VIF Multikoleniaritas 

Information Quality -> Customer 

Satisfacttion 
1.019 No 

Customer Service -> Customer Satisaction 1.022 No 

User Experience -> Customer Satisfaction 1.024 No 

Waiting Time -> Customer Satisfaction 1.041 No 

 
From the table above, it is evident that the VIF values for 

each construct variable are below 5.0 (<5.0). Therefore, all 
variables do not show any indications of multicollinearity and 
are suitable for use in further analysis. 

2) Coefficient of Determination (R2) 
The R2 is used to evaluate the precision of predictions. 

Generally, an R2 value of 0.75 signifies high predictive 
accuracy, 0.50 indicates moderate, and 0.25 implies low [25].  

TABLE VI. COEFFICIENT OF DETERMINATION 

Latent Variable R2 
R2 

Adjusted 
Information 

Customer Satisfaction 0.277 0.268 Moderate 

 
According to the test results, leads to these conclusions that 
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the accuracy of the User Satisfaction model estimation is 0.277. 
Based on this value, it has a Moderate estimation accuracy. 
Predictive Relevance (Q2). 

The blindfolding procedure is applied. Q2 value of 0.02 
(small), 0.15 (moderate), and 0.35 (high) predictive relevance 
[25]. 

TABLE VII. PREDICTIVE RELEVANCE 

Latent Variable SSO SSE 
Q2 (=1-

SSE/SSO) 

Customer Satisfaction 1500 1272.721 0.152 

Information Quality 1500 1500 0 

Customer Service 1500 1500 0 

User Experience 1500 1500 0 

Waiting Time 1500 1500 0 

 

According to the test results, leads to these conclusions that 
the predictive relevance Q2 value for the User Satisfaction 
construct model is influenced by Information Quality, User 
Experience, Wait Time, and Customer Service at a rate of 
0.152, which is classified as having moderate predictive 
relevance. 

3) Effect Size (f2) 
In contrast to R2, f2 is specifically concerned with each 

exogenous variable. Generally, a value of 0.02 (small), 0.15 
(medium), 0.35 (large) effect size. Here is f2 value table [25]. 

TABLE VIII. EFFECT SIZE 

Path Coefficient f-square Information 

Information Quality -> Customer 

Satisfaction 
0.031 Small 

Customer Service -> Customer Satisfaction 0.119 Small 

User Experience -> Customer Satisfaction 0.094 Small 

Waiting Time -> Customer Satisfaction 0.054 Small 

 

According to the test results, leads to these conclusions:  

• Information Quality -> Customer Satisfaction has a 
constructive model value with an affect size f2 of 0.031, 
which is classified as having a small estimated value. 

• Customer Service -> Customer Satisfaction has a 
constructive model affect size f2 value of 0.119 and is 
categorized as having a small estimated value. 

• User Experience -> Customer Satisfaction has a 
constructive model affect size f2 value of 0.094 and is 
classified as having a small estimated value. 

• Waiting Time -> Customer Satisfaction has a constructive 
model affect size f2 value of 0.054 and is classified as 
having a small estimated value. 

 
C. Hypothesis Testing of the Research Model 

The analysis of structural model coefficients is conducted to 
test hypotheses by identifying which relationships have a 
significant impact. If p-value is less than the significance level 
(0.05), the relationship is considered significant. Conversely, a 
relationship is considered not significant when the p-value 
exceeds 0.05 [25]. 

 

 

TABLE IX. HYPOTHESIS TESTING 

Hyp

othes

is 

Path Coefficient 

Origin

al 

Sample 

(O) 

T Stat 
P 

Values 

Informati

on 

H1 

Information Quality 

-> Customer 

Satisfaction 

0.150 2.518 0.012 Accepted 

H2 

User Experience -> 

Customer 

Satisfaction 

0.264 4.435 0.000 Accepted 

H3 

Waiting Time -> 

Customer 

Satisfaction 

0.201 3.240 0.001 Accepted 

H4 

Customer Service -> 

Customer 

Satisfaction 

0.296 5.480 0.000 Accepted 

 
From the test results in the table above, leads to these 

conclusions: 

• Information Quality significant positive impact on 
Customer Satisfaction. Therefore, H1 is accepted and H0 
is rejected. 

• Experience has a significant impact on Customer 
Satisfaction. Therefore, H2 is accepted and H0 is rejected. 

• Waiting Time has a significant positive effect on Customer 
Satisfaction. Therefore, H3 is accepted and H0 is rejected. 

• Customer Service has a significant positive impact on 
Customer Satisfaction. Therefore, H4 is accepted and H0 
is rejected. 

 
D. Multigroup Analysis (PLS-MGA) 

Multigroup Analysis (MGA) in the context of PLS-SEM is 
a technique used to evaluate differences in structural 
relationships between sample groups. The goal is to determine 
whether there are significant differences in the influence 
between latent variables across different groups, such as based 
on age, gender, geographic region, or other characteristics. 
PLS-MGA allows researchers to compare PLS-SEM models 
across different groups and test parameter differences, such as 
path coefficient values, to determine whether these differences 
are statistically significant. The testing criterion is that there is 
a significant difference if the p-value < a (0.05) [25]. The results 
of MGA-PLS can be seen as follows: 

TABLE X. MULTIGROUP ANALYSIS 

Path Coefficient 

2-tailed 

(Lazada v 

Shopee) p 

value 

2-tailed 

(Lazada v 

Tokopedia) 

p value 

2-tailed 

(Shopee v 

Tokopedia) 

p value 

Information Quality -> 

Customer Satisfaction 
0.318 0.829 0.135 

User Experience -> Customer 

Satisfaction 
0.787 0.251 0.251 

Waiting Time -> Customer 

Satisfaction 
0.092 0.345 0.001 

Customer Service -> 

Cusomer Satisfaction 
0.634 0.013 0.057 

 

According to the test results, leads to these conclusions: 
Lazada v Shopee 

• There is no significant differences in the Direct Influence 
Path Coefficient between Information Quality and Customer 
Satisfaction, with p-value 0.318, greater than 0.05. 
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• There is no significant differences in the Direct Influence 
Path Coefficient between User Experience and Customer 
Satisfaction, with p-value 0.787, greater than 0.05.  

• There is no significant differences in the Direct Influence 
Path Coefficient between Waiting Time and Custome 
Satisfaction, with p-value 0.787, greater than 0.05.  

• There is no significant differences in the Direct Influence 
Path Coefficient between Customer Service and Customer 
Satisfaction, with p-value 0.787, greater than 0.05.  

Lazada v Tokopedia 

• There is no significant differences in the Direct Influence 
Path Coefficient between Information Quality and Customer 
Satisfaction, with p-value 0.829, greater than 0.05.  

• There is no significant differences in the Direct Influence 
Path Coefficient between User Experience and Customer 
Satisfaction, with p-value 0.251, greater than 0.05.  

• There is no significant differences in the Direct Influence 
Path Coefficient between Waiting Time and Customer 
Satisfaction, with p-value 0.345, greater than 0.05.  

• There is a significant differences in the Direct Influence 
Path Coefficient between Customer Service and Customer 
Satisfaction, with p-value 0.013, less than 0.05. 

Shopee v Tokopedia 

• There is no significant differences in the Direct Influence 
Path Coefficient between Information Quality and Customer 
Satisfaction, with p-value 0.135, greater than 0.05.  

• There is no significant differences in the Direct Influence 
Path Coefficient between User Experience and Customer 
Satisfaction, with p-value 0.251, greater than 0.05.  

• There is a significant differences in the Direct Influence 
Path Coefficient between Waiting Time and Customer 
Satisfaction, with p-value 0.001, less than 0.05.  

• There is no significant differences in the Direct Influence 
Path Coefficient between Customer Service and Customer 
Satisfaction, with by p-value 0.057, greater than 0.05.  

 
E. Multigroup Analysis Hypothesis Testing 

1) Shopee 

TABLE XI. MULTIGROUP SHOPEE 

Hyp

othes

is 

Path Coefficient 

Origin

al 

Sample 

(O) 

T Stat 
P 

Values 

Informati

on 

H1 

Information Quality 

-> Customer 

Satisfaction 

0.295 2.850 0.004 Accepted 

H2 

User Experience -> 

Customer 

Satisfaction 

0.296 4.223 0.000 Accepted 

H3 

Waiting Time -> 

Customer 

Satisfaction 

0.400 4.344 0.000 Accepted 

H4 

Customer Service -> 

Customer 

Satisfaction 

0.265 3.034 0.002 Accepted 

 

From the test results in the table above, leads to these 
conclusions: 

• There is a significant positive influence of Information 

Quality on Customer Satisfaction. H1 is accepted and H0 is 
rejected. 

• There is a significant positive influence of User Experience 
on Customer Satisfaction. Therefore, H2 is accepted and H0 
is rejected. 

• There is a significant positive influence of Waiting Time on 
Customer Satisfaction. Therefore, H3 is accepted and H0 is 
rejected. 

• Customer Service has a significant positive impact on 
Customer Satisfaction. Consequently, H4 is accepted while 
H0 is rejected. 

 
2) Tokopedia 

TABLE XII. MULTIGROUP ANALYSIS TOKOPEDIA 

Hyp

othes

is 

Path Coefficient 

Origin

al 

Sample 

(O) 

T Stat 
P 

Values 

Informati

on 

H1 

Information Quality 

-> Customer 

Satisfaction 

0.083 0.761 0.447 Rejected 

H2 

User Experience -> 

Customer 

Satisfaction 

0.439 4.354 0.000 Accepted 

H3 

Waiting Time -> 

Customer 

Satisfaction 

0.009 0.099 0.921 Rejected 

H4 

Customer Service -> 

Customer 

Satisfaction 

0.502 5.818 0.000 Accepted 

 
According to the test results, leads to these conclusions: 

• There is a positive but insignificant of Information Quality 
on Customer Satisfaction. Therefore, H1 is rejected and H0 
is accepted. 

• There is a significant positive influence of User Experience 
on Customer Satisfaction. Therefore, H2 is accepted and H0 
is rejected. 

• There is a positive but insignificant effect of Waiting Time 
on Customer Satisfaction. Therefore, H3 is rejected and H0 
is accepted. 

• There is a significant positive influence of Customer Service 
on Customer Satisfaction. Therefore, H4 is accepted and H0 
is rejected. 

 
3) Lazada 

TABLE XIII. MULTIGROUP ANALYSIS LAZADA 

Hyp

othes

is 

Path Coefficient 

Origin

al 

Sample 

(O) 

T Stat 
P 

Values 

Informati

on 

H1 

Information Quality 

-> Customer 

Satisfaction 

0.096 0.557 0.578 Rejected 

H2 

User Experience -> 

Customer 

Satisfaction 

0.167 0.753 0.451 Rejected 

H3 

Waiting Time -> 

Customer 

Satisfaction 

0.150 0.989 0.323 Rejected 

H4 
Customer Service -> 

Customer 
0.197 1.728 0.084 Rejected 
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Satisfaction 

 
According to the test results, leads to these conclusions: 

• There is a positive but insignificant effect of Information 
Quality on Customer Satisfaction. Therefore, H1 is rejected 
and H0 is accepted. 

• There is a positive but insignificant effect of User 
Experience on Customer Satisfaction. Therefore, H2 is 
rejected and H0 is accepted. 

• There is a positive but insignificant effect of Waiting Time 
on Customer Satisfaction. Therefore, H3 is rejected and H0 
is accepted. 

• There is a positive but insignificant effect of Customer 
Service on Customer Satisfaction. Therefore, H4 is rejected 
and H0 is accepted. 

According to the test results, leads to these conclusions that 
Shopee chatbot service has an impact on user satisfaction. This 
indicates that the service provided by the Shopee chatbot is 
already running effectively, starting from the quality of 
information provided, user experience, relatively faster 
response time, and the features offered are quite complex and 
easy to use. 

On the other hand, Tokopedia chatbot shows the same thing. 
However, there are still shortcomings in the quality of the 
information provided, as well as a relatively long wait time for 
responses. 

Meanwhile, chatbot on Lazada does not affect user 
satisfaction, which could be due to the quality of the 
information provided not matching user complaints, the user 
experience not being very good while using the chatbot service, 
the relatively longer wait time for responses, and the features 
provided still having shortcomings. Additionally, this could 
also be due to the lack of user interest in using the Lazada 
platform, especially the chatbot service. 

V. DISCUSSIONS 

This study is expected to make a significant contribution to 
the fields of digital marketing and customer service, particularly 
in the context of chatbot usage on e-commerce platforms. While 
many previous studies have examined chatbot usage in general, 
this research delves deeper into understanding how the 
effectiveness of chatbots can vary across leading e-commerce 
platforms in Indonesia, such as Shopee, Tokopedia, and 
Lazada.  

This study highlights that chatbots can play a significant 
role in enhancing customer satisfaction on e-commerce 
platforms, especially on Shopee and Tokopedia. The findings 
reveal that Shopee's chatbot consistently has a positive impact 
on customer satisfaction. 

Meanwhile, Tokopedia demonstrates a more limited 
positive impact, with two variables that are waiting time and 
information quality that showing no significant positive 
influence. In the context of e-commerce, waiting time is often 
associated with customer service response speed. With respect 
to waiting time, e-commerce platforms like Tokopedia have 
largely automated their customer service processes using 
chatbot features. According to Song et al. (2019), an artificial 

intelligence assistant (chatbot) primarily functions to 
automatically respond to customer inquiries [35]. Based on this, 
customers may have become accustomed to minimal waiting 
times in e-commerce transactions, making this factor less 
influential in shaping their satisfaction. 

Additionally, information quality in e-commerce 
encompasses the accuracy, completeness, and relevance of the 
product information provided. The insignificance of 
information quality in Tokopedia's chatbot could be attributed 
to customers prioritizing other features. Customers may rely 
more on reviews and ratings from other buyers as their primary 
source of information rather than the product descriptions 
provided by sellers. As research by Sudirjo et al. (2023), 
consumers often seek information in various ways, including 
through previous customer reviews of purchased products [36]. 
This reliance on social proof may diminish the importance of 
information quality as a determinant of satisfaction. Therefore, 
Tokopedia should consider optimizing its chatbot, both in terms 
of its ability to answer inquiries and its response speed, to 
maximize customer satisfaction. 

For Lazada, this study found no significant impact of 
chatbot usage on customer satisfaction. User expectations play 
a critical role in shaping perceptions of chatbot effectiveness. 
Modern e-commerce users often expect chatbots to efficiently 
resolve complex issues, yet many chatbots are limited to 
providing predefined responses or handling basic queries. As 
Reinkemeier and Gnewuch (2022) emphasize, users value 
chatbots more when they exhibit a high degree of interactivity 
and adaptability [37], attributes that may not be consistently 
present in Lazada’s chatbot.  

Therefore, Lazada should evaluate and potentially revise its 
strategy for utilizing chatbots. One possible approach is to 
enhance the quality of chatbot interactions, improve the quality 
of information provided, and ensure faster and more accurate 
responses. 

Thus, it is expected that e-commerce companies can utilize 
these findings to design more effective customer service 
strategies, focusing on enhancing digital interactions to boost 
customer loyalty and satisfaction. 

VI. CONCLUSION 

After conducting tests, analysis, and discussions to 
determine the impact of chatbot usage on e-commerce users 
(Shopee, Tokopedia, and Lazada), it can be concluded that 
Chatbot service on Shopee platform for all its variables 
significantly shows a positive impact on user satisfaction. This 
is consistent with the test results showing P Values for the 
information quality variable at 0.004, user experience at 0.000, 
wait time at 0.000, and customer service at 0.002. The values of 
each of these variables are less than 0.05. Besides that, chatbot 
service on Tokopedia platform also significantly shows a 
positive influence on user satisfaction for the user experience 
and customer service variables. This is evidenced by the P 
values of the user experience variable being 0.000 and the 
customer service variable being 0.000. The values of both 
variables are less than 0.05. Meanwhile, the information quality 
and waiting time variables show no significant influence on 
user satisfaction. However, chatbot service on Lazada platform 
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for all its variables shows an not significant effect on user 
satisfaction. This is indicated by the P values of each variable 
being greater than 0.05.  

This study focuses only on three major e-commerce 
platforms in Indonesia (Tokopedia, Shopee, and Lazada), 
which means the results may not be generalizable to other e-
commerce platforms with different characteristics. 
Additionally, the variables examined include information 
quality, user experience, waiting time, and customer service in 
relation to customer satisfaction. However, other factors such 
as price, promotions, user reviews, and additional elements that 
may also influence customer satisfaction have not been 
explored in this study. This study should reveal new strategies 
by connecting the variables of waiting time, user experience, 
information quality, and customer service with customer 
satisfaction in the context of e-commerce chatbots. Future 
research could further examine the implementation of chatbots 
as a critical element in customer experience management. 
Furthermore, future research are expected to evaluate additional 
variables that were not included in this research.  
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Abstract—New student admission is an important aspect in 

higher education management, including Nahdlatul Ulama 

University (UNU) Pasuruan. Relevant prediction of total new 

students is needed to support resource planning such as teaching 

staff, facilities, and budget. This study aims to evaluate the 

historical pattern of new student admissions at UNU Pasuruan and 

predict the number of new students in the coming years using the 

ARIMA (Auto Regressive Integrated Moving Average) method. 

The data used is historical data on new student admissions in the 

last five years, which is analyzed to identify trends, seasonality, 

and fluctuation patterns. The analysis is performed using 

statistical software such as Python to improve the accuracy and 

efficiency of the process. This study approach includes several 

main steps, namely collecting historical data on the number of new 

students, testing stationarity using the Augmented Dickey-Fuller 

(ADF) test, identifying model parameters through ACF and PACF 

graphs, and estimating ARIMA model parameters. The resulting 

model is evaluated using prediction error metrics such as Mean 

Absolute Error (MAE), Mean Squared Error (MSE), and Root 

Mean Squared Error (RMSE). The study findings describe that 

the ARIMA model (6,0,1) produces an RMSE value of 21.88 and a 

MAPE of 0.2%. In addition to having the smallest error score, the 

ARIMA model (6,0,1) also has the smallest AIC score of the 

various models that can be used for predictions, which is 447.44 

and the largest log likelihood value, which is -214.72. The largest 

prediction of the number of new students is in July, which is 92.72 

and the smallest in February, which is 24.43. This prediction is 

expected to help university management in optimizing resource 

planning, increasing management efficiency, and anticipating 

fluctuations in the number of new students in the future. This 

study offers new findings in the form of the use of predictive 

models based on historical data to support strategic decision- 

making, such as resource allocation and promotion planning. With 

these results, universities can anticipate changes in the number of 

enrollments more effectively, which were previously only done 

based on subjective estimates. The model built can also be applied 

to similar datasets in the future with appropriate parameter 

adjustments. 

Keywords— New Student Prediction, ARIMA, Stationarity 

I. INTRODUCTION 

Higher education is an educational institution that aims to 
educate students to become productive members of society by 
acquiring knowledge and skills in various fields, including the 
world of work [1] In the context of higher education, students 
play a very important role in achieving educational goals [2]. In 

order to complete their education quickly and obtain a suitable 
career, prospective students tend to choose the best colleges. 
When choosing a college, they consider various factors such as 
the facilities offered, the academic performance of the college 
and the reputation of the institution [3]. To maximise academic 
services to students and even prospective students, the 
university needs to prepare various things both in terms of 
physical and non-physical, such as facilities in each study 
program, accreditation, teaching staff and other things. 

In order to become one of the best universities that is the 
choice and destination of prospective students to come to study, 
the University of Nahdlatul Ulama (UNU) Pasuruan needs a 
strategy in order to prepare various things needed by the 
university to develop even better. It is also based on its goal to 
produce young people who excel in academics and have a 
strong moral and spiritual character. This university offers 
various study programs and continues to improve the quality of 
education and its competitiveness. 

One of the strategies taken by UNU Pasuruan is predicting 
the number of new students each year, which is affected by 
external aspects including economic conditions and education 
policies, as well as internal factors such as campus reputation 
[4]. Forecasting the number of new students is essential to 
ensure that resource needs can be anticipated [5]. 

To take into account the forecasting of the number of new 
students we apply one of the data analysis technologies, namely 
the ARIMA method, which predicts trends based on historical 
data [2]. The use of ARIMA for prediction of the number of 
new students at UNU Pasuruan can help understand fluctuations 
in enrolment which is important for managerial decision 
making. In addition to researching and predicting the number of 
incoming students at UNU Pasuruan, by using ARIMA we also 
provide recommendations for human resource planning and 
management. 

For the application of this arima method, commonly used 
time series analysis models are the Auto Regression (AR) 
model, Moving Average (MA) model, Autoregression Moving 
Average (ARMA) model, Auto Regression Integration Moving 
Average (ARIMA) model and SARIMA model [6]. Among 
these methods, ARIMA is an effective approach to analyzing 
time series data because of its ability to handle both stationary 
and non-stationary data [7]. ARIMA models can identify trends, 
seasonality, and fluctuations in data, and provide a solid 
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foundation for accurate forecasting and decision making. 
ARIMA also has high flexibility in handling time series data 
with various characteristics [8]. ARIMA can be more reliable 
in time and resource-limited interval forecasting when 
compared to other forecasting methods [9]. 

The reason we chose the ARIMA method for prediction 
analysis of the number of new students at UNU Pasuruan is 
because this method is very suitable for analysing time series 
data. ARIMA has the ability to identify patterns in historical 
data, including trends, seasonality, or random fluctuations, 
which often occur in new student enrolment data. In addition, 
ARIMA is flexible because its components (AR, I, MA) can be 
adjusted to the characteristics of the data, including 
nonstationary data [5] [8]. This ability allows the model to 
provide more accurate prediction results, which can help 
understand new student enrolment patterns in more depth [5]. 

In addition to flexibility and accuracy, the ARIMA method 
is also easy to implement with the help of statistical software 
such as Python that we used in this research, making it a 
practical choice for data-driven research [3]. ARIMA has been 
widely used in educational contexts, including student 
enrolment prediction, making it relevant for use in this study. 
With more precise prediction results, this research is expected 
to help UNU Pasuruan in resource planning, promotion 
strategies, and capacity management more effectively. 

II. RESEARCH METHODS 

The research method used uses the steps in the ARIMA 
method, with a flow as in Figure 1. 

1) Time series data collection in the form of a dataset of the 
number of new students over 5 years. 

2) Stationary inspection using Augmented Dickey-Fuller 
(ADF) test. 

3) If the data is not stationary, differentiation must be carried 
out so that the data becomes stationary. 

4) If the information is stationary, it will proceed to the next 
stage. 

5) Using the pmdarima library in Python to identify the model 
to be analyzed. 

6) The best model will be obtained based on the lowest AIC 
and BIC values. 

7) Validation is performed to check the accuracy of the 
selected mathematical model. 

8) If validation fails to meet the most appropriate model 
parameters, a repeat will be performed to select a different 
model using the appropriate lag. 

9) If the validation is correct, proceed to the next stage. 

10) Forecasting is done to evaluate the total number of 
incoming students in the coming period. 

Stationary data is time series data that has statistical 
properties that are constant over time [5]. This means that the 
mean, variance and covariance of the data do not change 
significantly over time. In time series analysis, stationarity is an 
important prerequisite because many predictive methods, 
including ARIMA, assume that the data has statistically stable 
properties. Stationary data usually show no upward or 
downward trend patterns, and data fluctuations appear to be 
consistent around the average [10] [11]. 

Indicators of successful stationary data can be seen in 
several ways. Visually, a graph of stationary data will show a 
flat pattern with no clear trend, with uniform fluctuations [11]. 
Statistically, tests such as ADF can be used to confirm 
stationarity, where a p-value <0.05 indicates that the data is 
stationary. In addition, the Autocorrelation Function (ACF) 
graph for stationary data will show rapidly decreasing 
autocorrelation after a few lags. If the data is not stationary, 
differencing techniques are often applied to achieve 
stationarity, which is characterised by a more stable data pattern 
after the process. Stationarity is important to ensure the results 
of analyses and predictions are more accurate and reliable [12]. 

 

Fig. 1. Research Methods 

 

A. Data and Variables 

This research was conducted in the period from November 
2024 to January 2025. The source of research data came from 
the New Student Admissions Bureau (PMB) located on Jl. 
Warungdowo, Pasuruan Regency, and connected to Nahdlatul 
Ulama Pasuruan University. The data collection technique in 
this study is a series of steps to collect relevant information to 
support the research objectives [11]. The methods used include 
document studies, surveys, interviews, literature reviews, and 
observations. Specifically, this study relies on document study 
methodology to collect findings from various media sources, 
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such as books, images, videos, and databases. Data obtained 
from the PMB Bureau became the main basis in this study for 
further analysis. 

Quantitative data and qualitative data are the two main 
categories of information collection used in research [10]. The 
main difference between the two lies in the form and method of 
processing: quantitative data is presented in numerical form, 
which allows for more precise and measurable processing and 
analysis, while qualitative data is descriptive and cannot be 
measured with numbers [13]. For example, in this study, the 
materials used are quantitative data, and can be seen in Table 1, 
which contains information in the form of numbers and 
statistics that will be analyzed in more detail. 

TABLE I. STUDENT DATA PER MONTH FOR 5 YEARS 
 

No Number of New Students 

1 8 

2 24 

3 34 

4 55 

5 72 

6 75 

7 79 

8 82 

9 88 

10 90 

…….. ……… 

59 89 

60 118 
 

 

B. ARIMA Model 

ARIMA is a technique used to predict future events by 

utilizing past data to produce short-term forecasts [2]. ARIMA 

has the advantage of being able to predict with an effective level 

of accuracy for use in short-term forecasting. In addition, 

ARIMA is also flexible and fast [14]. Arima combines AR and 

MA models to be able to make predictions on time series data. 

AR explains the model regarding the dependent variable that is 

affected by the variable in the previous time. The AR model is 

described with AR(p) or ARIMA (p,0,0) through the stage of 

forming equation (1) 
 

𝑌𝑡= ∅1. 𝑌𝑡−1+ ∅2. 𝑌𝑡−2+ ⋯ 
+ ∅𝑝. 𝑌𝑡−𝑝+ 𝑤𝑡 

(1) 

 

Where: 

𝑌𝑡: value of variable X at time t 
∅ : p-th Autoregressive Parameter 
𝑤𝑡 : error value at time t 

 

Moving Average (MA) is a stage that describes in an explicit 

context the correlation of dependence on error scores in 

sequence. The MA model is described with MA(q) or Arima 

(0,0,q) by forming equation (2). 

 

𝑌𝑡= 𝑤𝑡+ 𝜃1. 𝑤𝑡−1+ 𝜃2. 𝑤𝑡−2+ ⋯ 
+ 𝜃𝑞. 𝑤𝑡−𝑝 (2) 

 

 

 

Where : 

𝑌𝑡: value of variable X at time t 

𝜃𝑞: qth moving average parameter 
𝑤𝑡: error value at time t 

AR and MA can be combined into ARMA, namely (p,q) 

or Arima (p,0,q) by forming equation (3). 

 

𝑌𝑡= ∅1. 𝑌𝑡−1+ ∅2. 𝑌𝑡−2+ ⋯ + ∅𝑝. 𝑌𝑡−𝑝 
+ 𝑤𝑡+ 𝜃1. 𝑤𝑡−1 
+ 𝜃2. 𝑤𝑡−2+ ⋯ 
+ 𝜃𝑞. 𝑤𝑡−𝑝 

(3) 

Where : 

𝑌𝑡: Value of variable Z at time t 

∅𝑝: p-th AR parameter 
𝜃𝑞: qth MA parameter 
𝑤𝑡: error value at time t 

 

Meanwhile, the ARIMA model is a technique that integrates 

the AR model and the MA model with the form ARIMA (p, d, 

q) where the order p represents the AR operator, the order d 

represents differencing, and the order q represents the MA 

operator. The ARIMA (p, d, q) model forms equation (4). 

 

𝑌𝑡= (1 + ∅1).𝑡−1+ (∅1−∅2).𝑡−2 
+ ⋯ 

+ (∅𝑝− ∅𝑝−1).𝑡−𝑝 
+ 𝑤𝑡− 𝜃𝑞. 𝑤𝑡−1− ⋯ 
− 𝜃𝑞. 𝑤𝑡−𝑝 

(4) 

Where : 

𝑌𝑡: Value of variable Z at time t 

∅𝑝: p-th AR parameter 
𝜃𝑞: qth MA parameter 
𝑤𝑡 : error value at time t 

 
The forecasting carried out in this study uses the ARIMA 

method using Python, with several libraries in it to assist in this 
study, namely the Matplotlib, PMdarima, SicklitLearn, Pandas, 
Numpy and other libraries. [12]. The steps of applying the 
ARIMA method in this study are described in Figure 1. 



Jurnal SISFOKOM (Sistem Informasi dan Komputer), Volume 14, Nomor 01, PP 123-128 

p-ISSN 2301-7988, e-ISSN 2581-0588 

DOI : 10.32736/sisfokom.v14i1.2251, Copyright ©2025 
Submitted : January 9, 2025, Revised : January 20, 2025, Accepted : January 28, 2025, Published : January 31, 2025 

126 

 

 

III. RESULTS AND DISCUSSION 
 

 

Fig. 2. New Student Time Series Graph 

 

In Figure 2, the time series graph shows the number of 
students per month throughout the period 2019 - 2023 with a 
total of 60 datasets on the (X) axis and 120 students on the (Y) 
axis. Figure 2 shows that the data needs to be ensured to be 
stationary in mean and variance, this is done to see whether the 
ARIMA method has been fulfilled to be carried out in this 
study. This test is useful for finding out whether a time series 
has a unit root, which indicates whether or not there is a trend 
or pattern in the data. The ADF test carried out with Drift and 
Trend produces a low p-value score (<= 0.1) with a value of 
0.044, these findings illustrate stationary data. Because the p- 
value score is very low (<= 0.01) for testing, it can be 
concluded. 

The ACF or Autocorrelation Function test in Figure 4 is 
used to calculate and display the autocorrelation function of the 
time series stored from the decade rainfall data. 17.5 iterations 
were performed looking at the ACF value. The ACF value helps 
in identifying patterns or correlation structures in the time 
series, which can provide insight into the nature of the data and 
help in modeling and prediction. From the results of the ACF 
value, 2 lags are seen that are out of the standard significance 
of the values 1.00 and 0.50 which means they contain MA (1) 
and MA (2). 
 

Fig. 3. ACF Plot of New Student Data 

 

 

Fig. 4. PACF Plot of New Student Data 

 

The PACF or Partial Autocorrelation Function test in Table 
1 is used to calculate and display the partial correlation function 
of the time series stored in the Data object of the number of new 
students. The results of this test will provide a partial correlation 
value for each lag. PACF is a method used to identify a direct 
relationship between one time point and a specific time point in 
a time series, after eliminating the influence of correlation on 
previous lags. PACF analysis is useful in determining the 
optimal order of the ARIMA model, which is often applied to 
time series modeling. From the results of this PACF test, it can 
be seen that there are 3 lags that are outside the significance 
limits of the values 1.00, -0.25 and 0.35 which have the meaning 
of autoregressive or AR (1) AR (2) AR (3). 

TABLE II. AUTO ARIMA RESULTS 

ARIMA (0,0,0) (0,0,0) [0] : AIC=670.794, Time=0.01 sec 

ARIMA (0,0,1)(0,0,0)[0] : AIC=626.368, Time=0.03 sec 

ARIMA (0,0,2)(0,0,0)[0] : AIC=601.122, Time=0.05 sec 

ARIMA (0,0,3)(0,0,0)[0] : AIC=592.650, Time=0.13 sec 

ARIMA (0,0,4)(0,0,0)[0] : AIC=588.802, Time=0.18 sec 

ARIMA (0,0,5)(0,0,0)[0] : AIC=infc, Time=0.21 sec 

ARIMA (1,0,0)(0,0,0)[0] : AIC=567.388, Time=0.02 sec 

ARIMA (1,0,1)(0,0,0)[0] : AIC=568.932, Time=0.04 sec 

ARIMA (1,0,2)(0,0,0)[0] : AIC=570.915, Time=0.05 sec 

ARIMA (1,0,3)(0,0,0)[0] : AIC=infc, Time=0.13 sec 

ARIMA (1,0,4)(0,0,0)[0] : AIC=infc, Time=0.18 sec 

ARIMA (2,0,0)(0,0,0)[0] : AIC=568.936, Time=0.03 sec 

ARIMA (2,0,1)(0,0,0)[0] : AIC= infc, Time=0.13 sec 

ARIMA (2,0,2)(0,0,0)[0] : AIC= infc, Time=0.15 sec 

ARIMA (2,0,3)(0,0,0)[0] : AIC= infc, Time=0.17 sec 

ARIMA (3,0,0)(0,0,0)[0] : AIC=570.935, Time=0.04 sec 

ARIMA (3,0,1)(0,0,0)[0] : AIC=572.655, Time=0.16 sec 

ARIMA (3,0,2)(0,0,0)[0] : AIC=infc, Time=0.17 sec 

ARIMA (4,0,0)(0,0,0)[0] : AIC=572.061, Time=0.04 sec 

SARIMAX Result 

Dep. Vaiable: jumlah No. Observations: 50 

Model: ARIMA (6,0,1) Log Likehood -214.732 

Date: Sat, 04 Jan 2025 AIC 447.446 

Time: 07:39:50 BIC 464.654 

Sample: 0 HQIC 453.999 
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In Figure 6, Auto Arima is run to create an Arima model to 
predict the number of new students. From this command, 
several iterations are carried out which are used to find the most 
optimal model based on the AIC score. Several models that 
were tried include ARIMA (2,0,2), ARIMA (0,0,0), ARIMA 
(1,0,0), ARIMA (0,0,1), ARIMA (0,0,0) (without mean), 
ARIMA (2,0,0), ARIMA (3,0,0), ARIMA (6,0,1), and so on. 
The model that has a smaller AIC score is declared better. The 
best model is obtained with the smallest AIC value among the 
other orders, namely ARIMA (6,0,1) with parameters ARIMA 
(6,0,1) with non-zero mean, Model coefficient ar1 = 0.6015, 
ma2 = -0.6801, std err = 0.833, mean = 163.524 with model 
performance Residual variance (sigma ^ 2) = 286.1147, Log 
likelihood = -214.72, AIC = 447.44 and BIC = 464.65. 
 

Fig. 5. ARIMA (6,0,1) Results 

 

This model also has a small AIC and BIC value so that the 
better the model is in explaining the data, then the high Log 
likelihood value indicates that the model can explain the data 
well. So overall, this model provides a good representation of 
the data on the number of new students, and the coefficients 
obtained can be used to make predictions or for further analysis. 
The last step in time series analysis to predict the number of 
new students is to forecast. Forecasting is done as much as 10 
Prediction data or about 10 months into the future. This is done 
to find out the predicted number of new students in the 
following year. 
 

Fig. 6. Results of Forecasting the Number of New Students 

 

Previous studies have shown that the ARIMA model can be 

effectively used to predict the number of new students with 
various parameters, such as ARIMA (2,1,1) and ARIMA 
(11,0,12), which were selected based on the lowest accuracy 
and error rates [15][16]. However, recent studies using the 
ARIMA (6,0,1) model show higher AIC and BIC values, 
indicating that parameter selection can still be optimized. In 
addition, the low statistical significance of some lags in this 
model can affect the accuracy of the prediction results. This 
difference emphasizes the need for a more optimal development 
model to improve the accuracy of estimating the number of new 
students. Meanwhile, the results of forecasting the number of 
new students show that the estimation of the new student 
registration period can follow the pattern of the training data 
used. In addition, the ten test data shown in Table 2 show an 
increasing trend that is in accordance with the movement 
pattern of the graph, so that the validity of the model in 
describing historical trends can be confirmed. 
 

Fig. 7. 10 data on forecasting the number of new students 

 

The final step in forecasting is to evaluate the model used 
by measuring MAE, MAPE and RMSE. In Figure 10, it is 
known that the ARIMA (6,0,1) model produces MAE = 14,621, 
MAPE = 0.2 and RMSE = 21,884. 

TABLE III. MAE, MAPE AND RMSE EVALUATION RESULTS 
 

MAE – manual 14.62167618080127 

MAPE – manual 0.20027750011448164 

RMSE – manual 21.8840908325154497 
 

 

IV. CONCLUSION 

This study proves that the ARIMA method is effective in 
predicting the number of new students based on historical new 
student admission data. This prediction provides a strong 
foundation for UNU Pasuruan in developing new student 
admission strategies and better resource management. The 
resulting model is Model (6,0,1) based on auto ARIMA which 
is known to have the smallest AIC score of various models that 
can be applied in making predictions, namely 447.44 and the 
highest log likelihood score, namely -214.723. So the ARIMA 
model (6,0,1) is considered to be the most optimal step in 
carrying out the estimation in the context of the analysis carried 
out with the prediction results for the next period from the data 
obtained by the researcher, namely: January (30.46), February 
(24.43), March (36.10), April (35.36), May (42.61), June 
(77.19), July (92.72), August (91.89), September (73.67), 

October (57.08). 

ARIMA models have advantages in analysing and 
predicting time series data, but their application to different 
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datasets or longer periods has limitations that need to be 
considered [17][18]. One of the main challenges is the 
**sensitivity of ARIMA to non-stationary data**[19]. ARIMA 
requires the data to be stationary before the model is built, so if 
the new dataset has complex patterns of trends, seasonality, or 
fluctuations that cannot be normalised through differencing, the 
model may not provide optimal results. This can be a problem 
when the data used has a highly dynamic pattern or is 
influenced by significant external factors [20]. 

In addition, ARIMA is less able to capture non-linear 
patterns that may exist in time series data. The model is based 
on linear relationships between historical data, so complex 
patterns of relationships, such as variable interactions or sudden 
changes, are often poorly represented. In the context of longer 
periods, ARIMA also tends to become less accurate as the 
assumption that past patterns will continue may not hold in the 
future. As a result, these models need to be evaluated and 
updated regularly to ensure their performance remains relevant 
to the latest data. For very different datasets or longer periods, 
combining ARIMA with other models, such as machine 
learning-based models, can help capture more complex patterns. 

For further research, it is recommended that researchers 
consider external factors that may affect the results, such as 
changes in education policy and economic conditions. Both of 
these factors have the potential to have a significant impact on 
the variables studied, so by including these factors, the accuracy 
of predictions in the study can be improved. Taking these 
external factors into account will provide a more 
comprehensive and realistic picture, and help in producing 
more relevant and applicable findings in a broader context. 
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